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Morphology
At the beginning of the previous chapter, we noted that Steven Pinker and his colleagues have been conducting model-organism research, but not on phonology. The area of linguistics in which he has been doing this work is known as morphology, which deals with the smallest meaningful units and how they combine to form larger units (e.g., words). This chapter covers just this area.

1. Basic Concepts
1.1 Morphemes and allomorphs
When we look at various words of English, we realize that it is possible to break some of them down into their constituent parts, where each part bears some kind of meaning. For instance, a word like meatball can be broken down into meat and ball, and a word like jumped can be broken down into jump and -ed. Furthermore, our implicit knowledge also tells us that these two words cant be broken down any further. Hence, if we were to break down the word jump any further, say, into ju and mp, there is no meaning left at all. Words like meat are a little trickier. We could break this word into m and eat, where eat does appear to bear meaning. The problem is that this eat bears no meaningful relationship to its appearance in meat. In other words, a meaningful part of the word meat is not eat. The same applies if we were to break up meat into me and at, or to break up ball into b and all: Me and at dont bear the original meaning that they had in meat and so arent part of the word meat, and all does not have any meaningful relationship to ball and so isnt a part of the word ball. Of course, many other words cant be broken down at all, as we did with meatball and jumped: Cat, for instance, cant be broken down into any further constituents (although cats can be broken down into cat and -s).

When we locate the smallest meaningful units in this way, we have located morphemes. Sometimes morphemes are also complete words in English, as we saw with the word cat. Most of the time, however, words in English comprise more than one morpheme. Furthermore, if we examine some of these morphemes, we discover that they appear to change their phonetic form slightly. Consider, for example, the English plural marker -s. Pay careful attention to the exact pronunciation of the plural markers in the English words in the three columns listed below. (It might help to transcribe them.)

List #1


List #2


List #3
finks


rugs


bushes

bats


computers

buzzes

laps


scams


kisses

rocks


tubs


judges

When we pronounce these words, we find that while all are plural, they have slightly different sounds. In particular, the plurals in the first list have the sound [], the words in the second list have the sound [], and those in the third list have the sound []. They are all, however, instances of the very same morpheme, namely, English plural -s. When we find different phonetic variants of the very same morpheme, we refer to these variants as allomorphs of the same morpheme. (This is obviously similar to allophones of a phoneme, but, again, here we are speaking of the smallest meaningful units, not just segments.)

1.2 Some simple contrasts in morphology
Morphemes can be divided into different types, and by various criteria. For example, meatball divides into the morphemes meat and ball, and jumped divides into the morphemes  jump and -ed. While these are proper morphological divisions, it seems intuitively obvious that the status of meat or ball or jump is in some way different from the status of a morpheme like -ed.

Differences like jump versus -ed illustrate the classification of morphemes into free morphemes and bound morphemes. Free morphemes are those morphemes that can stand alone, that is, not be attached to some other morpheme. Hence, the morpheme jump can stand alone, as in Chimpsky can jump out of his cage. By contrast, bound morphemes have to be attached to some other morpheme. Our example above, -ed, is thus a bound morpheme: One can say Chimpsky jumped out of his cage, but one cant say *Chimpsky ed jump out of his cage because the morpheme -ed has to be attached to some other morpheme, as in jumped.
,

Following from the bound-free contrast, one can also distinguish among morphemes by examining whether they contain two or more free morphemes. Consider again the English word meatball, which is comprised of the morphemes meat and ball. What is important here is that words like meatball break down into two or more free morphemes, that is, that the constituent parts of these words could potentially stand alone (e.g., We had a real ball trying to eat up all that meat!) These words are known technically as compound words; we return later to discuss their internal structure in more detail.

Also following from the bound-free contrast is a distinction among different kinds of bound morphemes. The example given above was -ed, as in jumped. The bound morpheme -ed is a suffix, which means that it is bound to the right of the stem, jump. English also has bound morphemes to the left of the stem, that is, prefixes. For instance, the word interstate is comprised of the bound morpheme inter and the free morpheme state; the morpheme inter is a prefix. Human languages also include a third type of bound morpheme, this type located not to the left or to the right of the stem, but inside the stem. English does not have such infixes, but Tagalog, a language spoken in the Phillippines, does. For instance, in Tagalog, the infinitival form of the verb is marked by the infix -um-, as the following examples show: 

Tagalog bare verb
English bare verb 
Tagalog infinitive
English infinitive
sulat


write


sumulat


to write

kuha


take, get

kumuha


to take, to get

bili


buy


bumili


to buy

We can also observe another way of dividing up morphemes into classifications, this one defined on whether human languages permit new members into the classes. Note, for instance, that English allows speakers to add new nouns, verbs, adjectives and adverbs to the inventory easily.
 Particular speakers might easily add to their lexical inventories words like e-mail (a noun meaning an electronic letter or a verb meaning to send an electronic letter), coprophagous (an adjective describing an organism that feeds on dung) or intensionally (an adverb describing an increase in degree; not to be confused with intentionally). On the other hand, consider morphemes like -ed as in jumped or like  is, as in She is working hard. The -ed morpheme expresses something like an action taking place prior to the present, and the use of is expresses something like an action currently taking place. In fact, it is extremely difficult to imagine adding a new morpheme that would express something like these examples.

Intuitively, then, there is a distinction between adding, say, a new adjective to ones vocabulary (e.g., learning that theres a new word coprophagous) and adding something like a new verb tense morpheme (e.g., learning that a new morpheme -gag means in the very recent past). For nouns, verbs, adjectives and adverbswhich we call the major lexical categoriesspeakers readily add new morphemes. For this reason, we call these open-class morphemes. By contrast, for the morphemes that include the use of is illustrated above or the use of -ed, we employ the term closed-class morphemes because these categories do not readily allow speakers to add entries to them. Closed-class morphemes include not only bound morphemes like -ed, -ing, and the like, but also free morphemes like the prepositions (e.g., in, at, on, under), the determiners (a(n), the), the conjunctions (e.g., and, or, but), the proforms (e.g., the pronouns she, they, him, it, etc.) and the non-thematic verbs (i.e., modals like can, should and must and auxiliaries like be and have). (Other labels for essentially the same concepts are content words for open-class morphemes and function words for closed-class morphemes.)

1.3 Words and hierarchical structure
Words,as they are recognized by native speakers of English, thus comprise either a single morpheme (e.g., ketchup) or concatenations (combinations) of morphemes, sometimes a free morpheme and a bound morpheme (e.g., rat-s), sometimes a free morpheme along with another free morpheme (e.g., ratfink), and sometimes combinations (ratfink-s). Seen from this perspective alone, one would thus think that words might have a linear structure, perhaps along the lines of the example below:

ratfinks  rat + fink + -s

Since a rat is a N(oun) and so is a fink, we could thus reformulate the linear representation to reflect the status of the words major constituent parts:

ratfinks  N + N + -s

At first glance, nothing would seem to argue against such a linear analysis of the structure of words, but (as one might expect) a somewhat more careful examination reveals that a linear representation of word structure doesnt really reflect our basic linguistic knowledge as native speakers. Consider a word like unhappiness, comprised of the morphemes un-, happy, and -ness. Happy is an ADJ(ective), so a simple linear representation would be somewhat like the following:

unhappiness  un- happyADJ -ness

The basic problem with this linear representation is that there is nothing in this representation to indicate that unhappiness is a noun, not an adjective. One could attempt to get around this problem with a simple tree-based linear representation by just putting a N(oun) label on top, as below:

  N

                                         9
un-   happyADJ  -ness

This way of doing the linear representation works, but only so far. In fact, if we carefully examine un- and -nessby combining them with other formswe discover that they have some interesting effects. Consider un-, in particular, its uses in the following words:

unimportant


unsafe

untrue



unaware

unruly



uncivil

untidy



unclean

Basically, the meaning of these uses of un- is something like not X. Much more crucially for the present discussion, every single morpheme that un- is attached to in the listing above is an adjective. What this means is that un- is not responsible for making the noun unhappiness out of the adjective happy. Indeed, it appears that un- cant even attach itself to a noun, not ever, as suggested by the asterisks on the un- + N forms below:

*the undoor

*the unwindow

*the uncomputer

*the unrock

*the unbook

*the unwood

In fact, the reason why unhappiness is a noun and not an adjective is because of -ness, a suffix that native speakers productively attach to adjectives to create nouns, as the following examples demonstrate:

Adjective
Noun
happy

happiness

sad

sadness

boisterous
boisterousness

red

redness

bookish
bookishness

nurdy

nurdiness

shallow
shallowness

Lets take stock. Native speakers know, intuitively, that un- attaches only to adjectives and produces adjectives. They also know that -ness attaches to adjectives, but produces nouns. These two points suggest the only way of deriving the word unhappiness is the following:

1. start with happy, an adjective



happyADJ
2. -un attaches to adjectives (and leaves 


     
    them as adjectives), so attach -un to happy 

unhappyADJ
3. -ness attaches only to adjectives, so attach -ness

     
     to the adjective unhappy




unhappinessN
This way of representing the genesis of a word like happiness certainly is different from the linear representation considered earlier. Indeed, to bring this contrast out even more vividly, we can imagine a different way of representing exactly the same 3-step derivation shown above. In effect, what we want to say is that native speakers start with the stem (adjective), then attach the bound affix -un to it, and only then attach -ness. This is shown in the hierarchical representation below:

        N

                                        

3
    
        ADJ
   -ness

                                                    2
   
un-
happyADJ 

The representation above reads from bottom to top: the prefix un- attaches to the stem happy to create an ADJ(ective), and the suffix -ness attaches to this adjective to create a new N(oun). 

Note, then, the contrast between the hierarchical representation above and the linear representation we used earlier. The linear representation is repeated here for convenience:

  N

                                         9
un-   happyADJ  -ness

The crucial difference between the two representations is that the hierarchical representation, but not the linear representation, directly incorporates the native speakers intuitive knowledge that it is the attachment of -ness that changes the underlying adjective to a noun. In other words, a comparison of the two representations reveals that the hierarchical representation does a better job of reflecting the native speakers implicit knowledge of language (in this case, the native speakers implicit knowledge of word structure).

We will need to divide some multimorphemic words up in the way shown above, too, so it is important to understand the procedure that is implicit in the analysis above. In fact, drawing the final hierarchical tree like the one above is not that difficult. The difficult part is to establish which morpheme attaches first (i.e., lower) and which attaches next (i.e., higher). The best way of showing this is to try some examples: Hospitalize, Americanize, reshippable.

Hospitalize. In an obvious sense, were dealing with three morphemes here: the prefix re-, the suffix -ize, and the stem hospital to which the other two attach. The Big Question is which attaches to hospital first (i.e., lower down)? Re- or -ize?

To determine an answer to this question, we need to check the intuitions of native speakers. Specifically, what we want to know is what stem -ize attaches to and what stem re- attaches to. These are independent tasks, so do them one at a time.

Try re- first. We need to make a list of possible re- words. Crucially, we list only words that include a stem and the affix re-; we do not list words that have a stem plus our target affix re- plus some other affix as well, because the presence of that other affix may give a false picture. Lets try it; well need to do a little brainstorming to come up with a list of appropriate words:

redo

repair

( no good! Re- isnt a prefix here, We cant pair and then repair, i.e., pair again)
replay

refixed

( no good again. Its got two affixes other than the stem!)
reify

( another rotten one! Re- isnt a prefix here: We cant ify and then reify.)
restart

reclimb

reopen

What seems to be the generalization for re- attachment? Re- certainly changes the meaning of the stem it attaches to (it means do X again). It also appears always to attach to a verb (i.e., do, play, start, climb, etc.). But does the attachment of re- to a verb change the lexical category (i.e., the stems status as noun, verb, adjective, etc.)? Apparently not. So the generalization is that re- attaches to a verb and produces another verb. This generalization is shown in the rule below:

re- attachment:
re- + V  V

This rule would read as follows: re- attaches to a verb and produces a verb.
We now check -ize. Again, we brainstorm a list of possible -ize words. As before, we need to be sure that no other affixes are involved.

hospitalize

terrorize

crystallize

oxidize

theorize

balkanize

deamericanize 
( no good! its got affixes other than -ize, so scratch it ...)
americanize

( still no good. This is america+n+ize, so too many affixes!)
The generalization here seems to be that -ize attaches to a noun (hospital, terror, crystal, oxide, theory, balkan) and produces a verb that means something like put in X or make X. A rule that captures this information is the following:

-ize attachment:
N + -ize  V

Lets take stock. Were supposed to figure out, for the word rehospitalize, what the native speakers representation looks like (i.e., whats in her head, even though she is almost assuredly not aware of it). We know that the stem is hospital and that hospital is a noun; we also now know the two rules governing the two affixes attached to rehospitalize. In other words, we know all of the following:

stem:


hospitalN
-ize attachment:
N + -ize  V

re- attachment:
re- + V  V

Now we can build the hierarchical representation. Obviously, re- cant attach immediately to hospital since we know from the re- attachment rule above that re- cant attach to nouns. (If it were able to attach to nouns, wed expect *rehospital to be a possible word.) Can -ize attach directly to hospital? The rule above says it can, so we attach -ize to hospital first. This is shown in the partial tree below:

   V

                                          3
     N

Af

hospital
-ize

We now have a verb, hospitalize. Now we  check back again with the rule for re- attachment. We observe that re- attaches to verbs. Since we have a verb in hospitalize, we attach re- next:

   V

                               3
                         Af

   V

                          g                3
                          g               N

Af

re-
hospital
-ize

Weve got a nice representation of the native speakers knowledge of rehospitalize ... 

Americanize. What about a word like Americanize? It seems obvious that -ize is going to have to attach after the affix -(a)n, so the order of attachment in the hierarchy isnt a problem. It would look like this:

                                           3
                                3
america        -(a)n       -ize

What is missing from this account is, of course, all the category labels (i.e., N, V, etc.). We know that America is a noun, so we can add that label without great difficulty. We also already know the rule for -ize:

-ize attachment:
N + -ize  V

What about -(a)n? It appears to attach to nouns, since weve got the example American. To be sure, we list some more examples:

Texan

Mexican

European

Asian

Australian

Parisian

Canadian

It appears weve got a generalization of sorts, but the last two examples suggest that the affix may be something more like -(i)(a)n. (One suspects phonological processes at work here ...). The affix -(ia)n would thus attach to a noun (Asia, Canada, Paris) to create an adjective that means something like of (geographic location). The rule would be as follows:

-(ia)n attachment:
N + ian  ADJ

We now seem to be in a position to fill in the blanks in the incomplete hierarchy we started above: 

   V

                                          3

                                      ADJ 

                                3
                               N             Af         Af

america        -(a)n       -ize

But it just does not work. What is the problem in the tree above? Consider the stem and the rules weve established so far:

stem:


americaN
-(ia)n attachment:
N + ian  ADJ

-ize attachment:
N + -ize  V

Tracing the derivation, we start with the noun America. The affix -(ia)n can attach to it because it can attach to nouns, so we get American, which is an adjective, as the -(ia)n rule says. Now comes the problem: The -ize rule says that it produces a verb by attaching to a noun, not an adjective.

What went wrong? One possibility is that we got the -(ia)n rule wrong. Consider this rule again:

-(ia)n attachment:
N + ian  ADJ

Surely, when we attach -(ia)n to, say, Tex(as), we get an adjective: Texan, as in Texan hospitality. Alas, we can also use Texan as a noun, as in Shes a Texan and always has been. (Obviously, one  could to the same with all of the other words we listed above: Shes a(n) Asian/Parisian/ Canadian/Australian/etc.) One possibility is thus that there are really two rules for -(ia)n:

-ian attachment:
N + ian  ADJ

-ian attachment:
N + ian  N

Given the second rule for -(ia)n above, we can now (finally) get the tree right:

  


    V

                                           3

                                        N 

                                3
                               N             Af         Af

america        -(a)n       -ize

Reshippable. Lets try one last example: reshippable (as in Well, we know that those boxes can be shipped several times, so I guess this one is reshippable, too.). What weve got is a stem, ship, and two affixes, re- and -able. We know that ship is a noun; we also already know the rule for re- attachment. In other words, we already know the following:

stem:


shipN
re- attachment:
re- + V  V

What we dont know yet is a rule for -able. To find out what -able attaches to, we return to native-speaker intutions. Again, we cant use words that include more affixes than just -able.

doable

fixable

testable

untouchable

( no good! its got another affix other than -able, so scratch it ...)
computable

replacable

( blew it again. this ones also got another affix other than -able ...)
phonable

breakability

( Too many affixes! Scratch it and take a break...)
breakable

Now that weve (finally) got a list of possible English words where only the affix -able has attached to a stem (i.e., no other affixes involved), we can observe a generalization: In every case, -able attaches to a verb and creates an adjective. We can codify this information in the following rule:

-able attachment:
V + -able  ADJ

Taking stock, we now know all of the following:

stem:


shipN
re- attachment:
re- + V  V

-able attachment:
V + -able  ADJ

We may now proceed to try to build our hierarchical representation. Unfortunately, we run into a problem immediately: Ship is a noun, and neither re- nor -able can attach to a noun.

In fact, as it turns out, languages like English allow speakers to convert nouns to verbs without any affixes at all. So we can say The policewoman has the book (a noun) and we can also say The policewoman will book the criminal (a verb). We call this kind of derivation without affixes zero derivation. In effect, we might say that English (and languages like English) has an affix that has no phonological form (its invisible), and that this affix changes nouns to verbs:

 attachment:

N +   V

Suppose that this is so. We now add this rule to our other information:

stem:


shipN
re- attachment:
re- + V  V

-able attachment:
V + -able  ADJ

 attachment:

N +   V

Now we try for an hierarchical representation:

ADJ

      3
     V

         3
V

  g
       Af
 N
Af

       re-
ship
-able

Note in the representation above that the -attachment rule applies first to convert the noun form of ship to a verb. The rule for re- attachment would have to apply next because if we applied the rule for -able attachment next, the result would be an adjective, and re- cant attach to adjectives.

Lets set what weve learned down in a procedure. This one will be an abridged procedure since there are a lot of different circumstances that the procedure will have to cover.

Procedure (Abridged)
1. Divide up the word into stem and affix(es). Determine the lexical category of the stem.

2. For each affix, brainstorm to come up with a rule that governs its attachment.

3. Once you have a rule for each affix and the lexical category of the stem, build a hierarchical representation. Start from the bottom and work upwards; make sure the representation is consistent with the rules youve written. 

1.4 Compounds
Above we learned about the hierarchical structure of words like rehospitalize and reshippable. But what about works like blackbirds or seashells? In particular, what is the stem of these words? In fact, if we think about the difference between bound and free morphology, we find that stems are generally free while affixes are bound. But what about seashells? It seems to have two stems, sea and shell, though only the stem on the right (shell) bears an affix (i.e., the word *seas-shell is ill-formed). We call this type of word a compound.

Compound words are sometimes marked in English by spelling: If two stems are written together as a single word (as in bombshell or pillbox), then its probably a compound.
 On the other hand, what about words like White House (where the US President lives)? Or stage manager? As it turns out, these are also compounds, but English spelling provides us with no clue to this status.

How can we determine which words are compounds and which are just two words strung together (e.g., as adjective+noun)? A couple of tests are available. One way is to see if we can tuck other words in between the two terms. If its a compound, it wont work, but if its just two words, we might find it possible to put other words in between. Consider, for example, White House, which is a compound word referring to the domicile of the US President,  and white house, which is not a compound and describes the house where one of my friends lives.
 Suppose that the White House of the early 19th century was made of wood; so, by the way, is the white house that my friend lives in. We may thus use the word wooden to describe these two domiciles. Can we put wooden between the two terms of both White House and white house? Try it: The President lived in the White wooden House. Sounds bad. Now try my friends house: My friend lives in the white wooden house. Note that this use sounds a lot better. The one test for a compound is thus that true compounds dont allow intervening material; non-compounds like everyday adjective+noun combinations do allow such intervening material.

A Warning on Using the Intervening-Material Test on Compounds: The test for compounds described above works quite well, but it is also fraught with danger. The problem is that normal, non-compound uses of adjective+noun sequences do not permit all possibilities either. Consider my friends white wooden house again. The non-compound white house allows the intervening word wooden in this case. But what if we were to try it with big instead of wooden: Our native-speaker intuitions tell us that we cannot say white big house, but we can say big white house. What this illustrates is that there are stong restrictions on the ordering of adjectives before nouns. As a result, if one were to say that White House is not a compound because it disallows big to intervene between White and House, wed have to object by pointing out that the non-compound also doesnt allow big to intervene in this way.

There is, however, a second way to test for compoundhood. Compounds have a different stress pattern than their non-compound counterparts. Try White House vs. white house as well as blackcap (a bird) vs. black cap (a hat). Notice when we use these words in neutral contexts (i.e., not adding stress for some special purpose), we find that the compounds have major stress on the first member and secondary stress on the second member. So the President lives in the [, not in the, and I wore a [], not a [].

Weve thus seen two tests that can determine whether a word is compound or not. What about the structure of compounds? In fact, its relatively straightforward except for one interesting fact: The lexical category of the compound as a whole is always determined by its right-most member. So blackbird is a combination of an adjective and a noun, but the compound as a whole is a noun. In hierarchical structure, blackbird thus looks as follows: 

  

          N

                           3
Adj             N

black
      bird

And what about more complex compounds like birdseed bucket? The hierarchical structure would have to reflect (i) that birdseed is one compound in and of itself and (ii) that this compound then forms another compound with bucket. 

                                         N

                                  3
                               N

                        3
N 
  N 
   N

          bird
seed
bucket

Finally, what about combinations of affixes and compounds? A word like birdseed buckets would appear to be obvious enough, at least at first glance:

                                           N

                                    3
                                N
          N

                           2             2
N 
  N 
   N        Af

          bird
seed
bucket     s

But consider a word like White-House-ism (meaning a kind of political language that comes out of the White House)? Does -ism attach just to House or does it attach to the whole word, White House? The term White-House-ism has a compositional meaning, rendering it rather different from the simple use of a term like House-ism, which doesnt make much sense at all. What this intuition suggests is that -ism attaches to the whole term, not just House. The representation would thus be as follows:

                                       N

                                3
                               N

                           2
Adj        N        Af

White  House   ism

1.5 Some residuals
So far, weve dealt with relatively straightforward cases of word structure. The exceptional case we covered was the case of zero-derivation, where we posited the phonetically null affix , which converts nouns into verbs. In fact, English illustrates some other somewhat exceptional cases, too. Zero derivation, for example, covers not just noun to verb, but also verb to noun. However, in most cases of verb-to-noun conversion without affixation, we find a stress shift. Hence, subjct is a verb and sbject is a noun; condct is a verb and cnduct is a noun; and so forth.

In addition to zero derivations, English also illustrates another means of word formation, this one involving internal sound changes. Compare, for example, short (an adjective) and shorten (a verb). In such a case, we would straightforwardly talk about an adjectival stem that is converted to a verb by the affix -en.  But what about sell (a verb) and sale (a noun), or sing (a verb) and song (a noun)? In such cases, we do not add an affix, but we do observe a change in category along with a change in the quality of the vowel. In fact, this type of conversion, known as Ablaut, is no longer productive in English noun-to-verb conversion (it cannot be used to change new nouns to verbs, for example). It is, however, very marginally productive in very informal English to change one verb form to another just when the phonological similarities between the existing and the new term are overwhelming (to name a rather off-color example: sit vs. sat and (bull)shit vs. (bull)shat).

1.6 Restrictions on word formation
The presentation above on word formation seems to suggest a relative amount of freedom in word formation: If the stem is of a particular form (e.g., the stem is a noun), and the affix-attachment rules (as we stated them) work, then the word is formed. As it turns out, however, we often observe deep restrictions on word formation. Consider, for instance, our simple re- attachment rule from earlier (i.e., re- + V  V). Can re- attach to any verb in English? The oddity of forms like *resleep, *rerest, or *rehave seems to suggest that there may be substantive restrictions involved here. A telling example is the affix -en, which attaches to adjectives, as in straightADJ-en. The general meaning of adding this affix is something like to cause to be X (i.e., straighten means to cause to be straight). Note that -en cannot attach to just any adjective:

great

*greaten

light

lighten

small

*smallen

white

whiten

heavy

*heavien

quick

quicken



big

*biggen

live

liven

The constraint in this case seems to be that the stem to which -en attaches must end with a voiceless obstruent (though other restrictions apply as well, as examples like *abstract-en suggest).

2. Morphological analysis: Data from other languages
It is perfectly possible to examine the structure of other languages. (This is so because all languages work in basically the same way; indeed, it is only because they work in the same way that linguists are able to come up with working procedures like the ones we used in the phonology chapter to analyze, for instance, the distribution of German [], [], and [].) But what about morphology? Can we do the same?

Here we consider only one problem, even though such problems are distributed over two different sections of Cowan & Rakuan. In fact, neither type of problem in Cowan & Rakuan is particularly difficult. In the one type, we find variation in sound-structure of morphemes, that is, allomorphs like the differing sounds of the English plural we saw at the beginning of this chapter. The data sets we will be working with here are in Section III of Cowan & Rakuan (pp. 79-108). In the second type of problem, we will be simply isolating morphemes in data sets that require, most of all, a sharp eye in a kind of search-and-swap exercise. The relevant section in Cowan & Rakuan here is Section IV (pp. 137-270).

Consider, then, the example exercise, taken from Cowan & Rakuan (p. 79).

Model Problem 2.1

Yoruba: Nasals: In the following problem, separate the progressive morpheme from the verb stem. Consider the resulting variation in this progressive morpheme and account for it. What phonological process is at work here?

Present                                    Progressive






































































































































How to go about dealing with this exercise? The instructions ask us first to isolate the progressive morpheme. (In effect, this is the central task well be dealing with in all of the exercises in Cowan & Rakuan.) We can do this by compring the Yoruba words in the left column to the Yoruba words in the right column. Note the extra sounds: In the first five examples, that sound is [m]; in the second five examples the sound is [n]; and in the third its []. That is the progressive morphemeor, more accurately, those are the allomorphs of the progressive morpheme, much as [s], [z] and [ are allomorphs are the English plural morpheme. 

After we isolate the allomorphs, we are, according to the instructions, supposed to account for the variation in their form. In this case, look at the sounds right after the three allomorphs:

[m] is always followed by [b]

[n] is always followed by [d]

[] is always followed by [k]

In effect, the articulation of the Yoruban progressive morpheme always approximates the articulation of the sound immediately following. Do you remember what this phonological process is called?

3. Inflectional Morphology
So far, we have treated affixes like the past affix -d on worked (e.g., She worked hard) in the same way that we treated the affix -ize on formalizeV. However, most speakers have the intuition that, for example, the affix -d is in some way different from the affix -ize. After all, -d seems to tell when somebody did something while -ize just changes an adjective into a verb. In traditional terms, we characterize this intuitive as the difference between inflectional morphology and derivational morphology. It is, of course, sometimes hard to tell the difference between the two types. There are, however, three criteria by which one can generally determine what affix belongs into which group.

1.
Proximity to stems: When both derivational and inflectional morphology are present on the same side of a stem, derivational morphology will always be closer to the stem. For the example word formalize, we thus observe that inflections like -s, -d, and -ing are always to the right of the derivational affix -ize, that is, further from the stem formal:

formalized


*formaledize
formalizes


*formalsize
formalizing


*formalingize
2.
Category/meaning change: Inflectional morphology will never change the lexical category  or the meaning of a stem (e.g., from noun to verb, etc.). Derivational morphology may change the category or the meaning of a stem. Hence, the addition of -s to a verb as in She works hard will never change the verb to, say, a noun or an adjective; by contrast, the addition of -ize to adjectives (e.g., formalize) invariably changes them into verbs.

3. 
Productivity: In general, we find that inflectional morphology is more productive than derivational morphology. For example, the affix -s attach to every one of the thousands of verbs in English (works, plays, does, keeps, walks, discombooblates, etc. ad nauseam). By contrast, even though affixes like -ize would appear equally free in that they attach to adjectives, they do not attach just to any adjective. Thus, formal allows -ize attachment, but one cant attach -ize to yellow, big, horrible, smart, dumb, light, great, bright, little, dark, spacious, green, terrible, heavy, fine, tiny, awful, single, stupid, stupendous, crazy, coprophagous, supercalifragilisticexpialidocious, and many, many others.

It is possible to distinguish, then, between inflectional morphology and derivational morphology.

When we restrict our focus to inflectional morphology, however, it also seems clear that not all types are equal. Consider the affix -d on verbs (e.g., looked) and the affix -s on nouns (e.g., chapters). The difference between these two is (at least at this level) hardly deep: We distinguish between nominal inflection (i.e., inflectional affixes on nouns) and verbal inflection (inflectional affixes on verbs).

3.1 Verbal inflection
Perhaps the most common types of inflectional morphology one sees on verbs involve agreement,  tense, and aspect. 

3.1.1 Agreement. The -s one observes on verbs in English, as in She works hard, is known as an agreement morpheme. The notion of agreement comes from the fact that this morpheme only appears when certain grammatical subjects are present. Specifically, one observes this morpheme in English when the subject is third-person singular (i.e., she, he, it or any singular noun), but never when the subject involves any other combination of person and number (i.e., for the pronouns I, you, we, they or any plural noun).

The agreement morphology on the verb observed in English is subject agreement. Not all languages have subject agreement. Mandarin, for example, has no morphology on the verb at all, let alone to indicate anything about the person or number of subjects. By contrast, other languages may have a far greater variety of subject agreement morphemes than English does. Such strong agreement, in contrast to the weak agreement pattern of English, is illustrated by German, which has not just a single morpheme for agreement (as in English), but four different morphemes (-e, -st, -t, -en), the appearance of which is determined by the particular person and number characteristics of the subject. 

Subject agreement thus signals a relationship between the form of subject of the sentence and the presence and/or the form of a morpheme attached to the verb. It is worthwhile pointing out, however, that while languages like English, German, French, and Spanish have subject agreement, other languages may have object agreement, which signals a relationship between the form of the object (person and number, for example) and a morpheme that appears on the verb.

3.1.2 Tense. Tense represents the timing of events with respect to the moment of speaking. Most languages (not all of them) employ either two-way (binary) or three-way tense distinctions. English, for example, uses a two-way distinction. The English -d morpheme that appears in the simple past tense (e.g., Janet examined the mollusk) indicates that the event took place prior to the moment of speaking. By contrast, the lack of tense inflection on the English verb indicates non-past. Hence, the verbs in the following examples both indicate non-past, one indicating some present event and the other a future event.

I understand that problem. (present event)

I leave tomorrow for Arizona. (future event)

(Dont confuse tense-related morphology on the verb with morphology appearing elsewhere. The English future tense, for example, is not marked morphologically on the main verb at all, but, at best, though the use of auxiliaries like will or should. It is, therefore, irrelevant to the discussion of tense inflection appearing on verbs.)

3.1.3. Aspect. Aspectual marking, often appearing on verbs, signals whether a given even is completed or not (i.e., in progress or not). Consider the following sentences from English:

She walked to the store.

She was walking to the store.

Note first of all that both sentences are in the past, so the difference between the two cannot be one of tense. However, the speaker of the first example seems to be suggesting that the womans walking is, for all practical purposes, completed. By contrast, by uttering the second example, the speaker is signaling that the womans walking was in some sense still in progress. In fact, when uttered alone, the second sentence sounds distinctly odd and incomplete; a somewhat more reasonable example would be the following:

She was walking to the store when a dog bit her on the ankle.

In this case, it becomes obvious that the womans walking was in progress when some other event occurred, namely, her unfortunate meeting with a hungry dog. 

Aspect, then, indicates something about the completedness of events. In English, aspect is encoded by inflectional morphology, but this morphology is distributed over both the main verb (walk+ing) and the auxiliary verb, here is. 

3.2.4. Interactions. Sometimes we observe interactions that involve verbal morphology. German is perhaps the least representative in this regard. Hence, no matter what tense a verb is in, we nonetheless observe agreement morphology, as shown in the example below. (Note that agr stands for agreement morphology, and tns stands for tense morphology.)

Present





Past
(du) erzähl+st
 (you) tell


(du) erzähl+te+st     (you) told
(you) tell+agr




(you) tell+tns+agr
The examples above indicate that it is possible for both tense morphology and agreement morphology to appear on verbs simultaneously. 

The situation in German contrasts with that of English, where past tense appears to remove agreement morphology in many cases. This interaction is illustrated in the example with reach.

Present





Past
(she) reach+es




(she) reach+ed

(she) reach+agr



(she) reach+tns
What the examples above suggest is that we should not find cases of regular verbs in which both tense and agreement appear. This prediction seems to be borne out by the impossibility of forms like *reachedes (i.e., reach+tns+agr). 

Still more complex interactions involving inflectional morphology appear in natural languages as well. For instance, Spanish permits one to omit the subject entirely, an apparent result of that languages rich verbal inflection. (Hebrew, like Spanish, also allows one to omit subjects, but only in certain tenses.)  Another example involves where tense and agreement appear. In German and English, these morphemes appear only on the verb, hence as verbal inflection. By contrast, Modern Standard Arabic allows agreement inflection to appear on the sentence negator, hence still as bound inflectional morphology, but not bound verbal inflectional morphology. And in Hindi agreement morphology appears on verbs, but this agreement may be with the subject or with the object, depending on aspect.

3.2 Nominal inflection

As noted above, inflectional morphology may also appear on nouns. And, as in the case of verbal inflection, it is possible to divide such nominal inflection into several different types: Number, noun class, and case.

3.2.1 Number.  Number morphology is represented on English nouns: Rat means one rat and rats means two or more rats.
 The effect is thus morphology appearing on the noun to indicate either singular or plural. Note, though, that the singular-plural distinction expressed by the addition of -s in English is by no means the only possibility. Some languages do not express the distinction morphologically at all. Other languages express the distinction, but use more than one inflectional affix to do so. German, for example, uses the suffixes -e, -en, -er, or - (zero affix). By contrast, still other languages express not a binary singular-plural distinction, but a three-way division between singular (one), dual (two) and plural (three or more).

3.2.2 Noun class. Modern English does not employ noun class.
 However, those who learned learned French or Spanish or German in school were almost undoubtedly required to learn that nouns are divided into so-called masculine and feminine types (French, Spanish) or into masculine, feminine and neuter (German). Alas, teachers also inform their students that one cannot recognize the so-called natural gender of all words by whether they are naturally masculine or feminine (or neuter), that is, that there are a lot of exceptions. Hence, the German words for man and boy are classified as masculine, but so are lipstick and bra; woman and lady are classified as feminine, but so are rat and computer-disk; child and house are classified as neuter, but so are girl and unmarried-woman. Indeed, the list of such exceptional cases seems endless. It makes many learners wonder whether the use of terms based on natural gender like masculine and feminine and neuter isnt rather pointless.

What is obviously needed here is a broader view. First, it is important to note that many languages classify nouns into classes, and these classes can be quite numerous, greater than 10 in many cases. It seems obvious that classification terms based on natural gender like masculine and feminine and neuter just wont do when many such classes are involved. It is for that reason, among others, that linguists use not the term gender to refer to the phenomenon of dividing nouns into classes, but the more neutral term noun class. Second, the criteria that are used in different languages to divide nouns to classes vary widely. Certainly, natural gender is used in some languages, but even in those cases, a number of other criteria are employed as well. German, for example, uses not only natural gender, but also phonological and morphological shape to classify nouns, and the shape criteria can override the gender criterion (explaining why rat is feminine and bra is masculine).

3.2.3 Case. Other inflectional morphology appearing on nouns refers to the general role that the noun plays within the sentence, that is, whether the noun is the subject of the verb, the object of the verb, the possessor of some entity, and so forth. While earlier varieties of English displayed rich case marking on nouns, Modern English is relatively impoverished in this area. The main vestige that remains of this system is seen primarily on nouns that are marked to indicate something like possessor of, as in the womans briefcase, where the morphological marking with -s denotes the possessive case.

When we turn to other languages, we observe that case systems are far more robustly marked in morphology. German illustrates this richer system in a simple way:

1. Nominative case



Student
Der Student ging nach Hause.

(marks subjects)





the    student    went    home
2. Accusative case 



Studenten
Ich sah den Studenten.

(marks direct objects of verbs and



I      saw  the     student

objects of some prepositions)
3. Dative case




Studenten
I gebe dem Studenten einen Kuss.

(marks indirect objects of verbs and 



I   give     the    student          a       kiss   

objects of some prepositions)
4. Genitive case



Studenten
Der Freund des Studenten starb.

(marks possessor of)




the    friend      of-the student        died.
Note in the examples above that case is marked on Student, albeit in a somewhat impoverished way, by the addition of the inflectional morpheme -en.
 A richer system of case marking is observed in Turkish:

1. Nominative case



ev

house

2. Accusative case



evi

I saw the house.

3. Dative case




eve

I gave the house a painting.

4. Genitive case



evin

The roof of the house is worn out.

So what about Modern English? Some people (non-linguists) say that English doesnt have case (and often breathe a sigh of relief). Strictly speaking, this is simply not true. In fact, English represents a mixed system. Morphologically marked case on nouns appears only with the genitive case: the womans briefcase. Other cases are also realized, but not morphologically. These cases are marked on nouns by means of their position (word order). Hence, the nominative case of nouns is indicated by the position of the noun to the left of verbs while the accusative case is indicated by the position of the noun to the right of the verb:

     The thief  stole the rat.

In the example sentence, the thief is nominative because it appears to the left of the verb while the rat is accusative because it appears to the right.

Note, too, that while case morphology is relatively impoverished in the Modern English noun system, it remains relatively rich in the pronominal system:

1. Nominative case



he

She left.

2. Accusative case



him

The rat saw him.

3. Dative case




him

The rat gave him a heart attack.

4. Genitive case



his

His heart stopped pumping.

So what can we say about English? First, English has case, just as other languages do. Second, case in English is marked morphologically only on genitive nouns (and in a richer way on the pronouns). Third, case is marked on nouns by means of a mixed system that employs both overt morphology and position within the sentence (i.e., word order). 

More broadly, languages that mark case richly on nouns (e.g., Turkish) generally dont have the rigid system of word order of languages like English, which require that word order to indicate case. The generalization is that languages with morphologically rich case marking on nouns display patterns of word order that are much freer than the patterns of word order found in languages like English that have more impoverished case marking on nouns.
3.2.4 Ergative-absolutive vs. nominative-accusative. Finally, it is worthwhile pointing out that not all languages case-mark the subject-object distinction with nominative and accusative. Other languages appear to be an entirely different type in that they mark this case distinction in an entirely different way. Consider the examples from a nominative-accusative language like English, where we employ pronouns so that we may observe case.

He sleeps every day.

 
He saw her.

Note in the examples above that no matter if an object is present or not, the subject is always marked in the same way, namely, as nominative (i.e., he, not him). In the ergative-absolutive  languages, however, matters take a rather different turn. Here we provide not an actual example; rather, we employ English words as a kind of metalanguage to represent what appears in these languages.

Her sleeps every day.

   
           
He saw her.

What the metalanguage examples above indicate is that the case on object nouns (saw her) is the same as case appearing on subjects of verbs that cannot have objects (her sleep); this case is known as absolutive case. However, the case on subjects of verbs that can have objects (he saw her) appears in a different case, this one called ergative case.

3.2.5 Noun agreement. As we observed earlier in the discussion of inflectional marking on verbs, one of the more common systems is agreement, subject agreement, for example. In fact, nouns and the constituents that go with nouns also show agreement, in this case, noun agreement. Consider the Modern English determiners this and these:

This book is old.

These books are ancient.

In these simple cases, we observe that the morphological form of the determiner (this vs. these) is determined by the number of the noun (book vs. books). In other words, the morphological form of the determiner must agree with the number of the noun.

Noun agreement is not restricted only to number. In German, for instance, the determiner-noun agreement system also includes case and noun class, making for a relatively complex, interlocked system that we can represent by means of a paradigm. Consider the following paradigm for Frau (woman) and Mann (man), which are from two different noun classes.

Class A



Class B

number



number

singular              plural

singular             plural
Nominative
der Mann
die Männer

die Frau
 die Frauen

Accusative
den Mann
die Männer

die Frau
 die Frauen

Dative

dem Mann
den Männern

der Frau
 den Frauen

Genitive
des Mannes
der Männer

der Frau
 der Frauen

As we saw before, number marking is generally fairly straightforward: it is generally marked by morphology directly on the nouns (i.e., Mann vs. Männer; Frau vs. Frauen). More pertinent to the present discussion, however, is this: The complex system Case+Number+Noun-class is marked not on the nouns themselves, but on the determiners  der, den, dem (etc.), all of which would translate as the in the more impoverished system seen in Modern English. In other words, the system in German (and many other languages) is indicated by noun agreement.

3.3 A note on acquisition. Morphological marking on nouns and verbs seems at first glance to present a straightforward learning task for the child: Learn the forms. It is, of course, rather more complex than that. Its not just that they need to learn forms like the English -s or the German -er; rather, they need to learn the system that underlies these forms. Hence, to become a native speaker of German, every child growing up in a speech community in which German is the predominant language will have to learn the system that we have represented above as a complex paradigm.

Now, when is all of this learned? One would think, just by looking at the linguistic facts as we have presented them, that children acquiring a richer system of inflectional morphology (as in German) might have a tougher time than children learning a more impoverished system of inflectional morphology (as in English). In fact, acquisitional data suggest just the opposite. Children acquiring a language with relatively impoverished inflectional morphology generally acquire that morphology (90% accuracy) rather late. Children acquiring English agreement, for example, can be expected to attain 90% accuracy at around age 3 or 4. By contrast, children acquiring a richer form of agreement will acquire it much earlier on. Hence, children acquiring the richer agreement system of German attain the 90% accuracy rate by around the middle of their second year of life. Go figure that one out ...

4. Where are words formed?
We have observed in this chapter a difference between derivational morphology and inflectional morphology. By the same token, we all have the intuition, however vague, that a language has a grammar and a vocabulary.
 Is there any relationship between the two? It certainly appears so. Think about the derivational morpheme -ize and the words formal (adjective) and formalize (verb), for instance. It seems obvious that we cant use formal as the main verb in a sentence since the word is not a verb. There is thus a sense in which the word formal is changed to formalize in the vocabulary, that is, before it is used in the grammar.  On the other hand, it also seems obvious that we cant put the agreement morpheme -s on formalize in a sentence unless we already know that the subject of the sentence is third-person singular (i.e., its fine in The woman formalizes the contract, but not ok in The women formalizes the contract)

Lets provide a bit different terminology here. Generally, linguists use the term lexicon to refer to what weve called the vocabulary, and they use the term syntax to refer to what weve called the grammar. Were now in a position to state matters in these terms: It appears that processes involved with derivational morphology (e.g., the rules involved in formal  formalize) take place in the lexicon. By contrast, it appears that inflectional morphology involves the syntax (e..g, the rules involved in formalize  formalizes). 

More generally, then, it appears that a speakers lexicon (her vocabulary) may consist of a good deal more than a simple listing of words along with their phonological shape and their meanings. It would also include the processes involved in attaching derivational morphology to stems, including the hierarchical representations we observed earlier in the chapter. (Here, of course, we say little about the syntactic processes involving inflectional morphology; well have opportunity to deal with them in the following chapter on syntax.)

5. New words?
We end the chapter with two questions: How does a language add new words to its lexicon? And how do children acquire new words?

5.1 Adding new words to languages
Consider how languages add new entries. (Here, of course, we assume a convenient [and very bizarre] fiction, namely, that languagesrather than the speakers of that languageadd words!
)

5.1.1 Coinage. Add a new word by inventing it outright. Good examples here are words like pooch (a word for dog) or Exxon. Note that words coined outright will have to follow, at a minimum, the phonotactic constraints of the language.

5.1.2 Acronyms. Create a new word by using the initial sounds (actually, the initial letters) of a phrase. New words of this type include AIDS (Acquired Immune Deficiency Syndrome).

5.1.3 Clipping. Create a new word by removing a part of an existing word: dorm from dormitory; frig from refrigerator; exam from examination; and so forth.

5.1.4 Blending. Create a new word by joining together parts of two different existing words: smog from smoke plus fog; brunch from breakfast plus lunch; and so forth.

5.1.5 Eponymy. Create a new word by using the name of a person. This is often used for places, names of inventions and activities. Examples include English czar (a Russian king) from (Julius) Caesar, ohm for George Ohm, and, interestingly, crap (meanings associated with defecation), which, according to some, originates from an Englishman named Thomas Crapper, who is said by some to have invented the modern toilet in the 19th century.

5.1.6 Borrowing. An obvious means of adding new words is by borrowing them from another language. Hence, in modern times, English has borrowed words like gesundheit (said when people sneeze) from German and pueblo from Navaho. Historically, of course, English has borrowed massively (e.g., from Latin, Greek, French, and so forth). As usual, borrowings are governed by phonotactic constraints (among other things).

5.1.7 Backformation. When a word is borrowed, it may be falsely analyzed as being similar to some common morphological process; as a result, the falsely analyzed morpheme is split off and a new word is effectively formed. A good example is the word cherry in English, which did not exist in English prior to 1066 AD. The original term was from Norman French: cheries. Crucially, the word cheries was singular in Norman French, not plural. When it was borrowed as cheries, however, native speakers of English noted the -s sound at the end and concluded that it must be plural. They then stripped off the -s sound at the end and formed the new word cherry. Technically, this bit of folk etymology is known as backformation. (Note that our example earlier of crap thus actually illustrates both eponymy and backformation ...)

Finally, it is perhaps worthwhile to point out that all of the categories above refer to the addition of open-class morphemes, not closed-class morphemes. 

5.2 How do children add new words?
At first glance, this appears obvious: They see an object, they hear their parents or caretakers refer to the object, and they conclude that what they hear is the objects name. Ah, were it so easy ...

A little story here might help. Lila Gleitman, a well-known acquisitionist (i.e., a linguist specializing in acquisition) examined carefully her sons development of English. The Gleitmans owned a dog named (if I remember correctly) Tack. And the Gleitmans child used tack to refer to the dog. Alas, the child also used tack to refer to the family cat. So for the child, tack meant perhaps something like animal or perhaps pet. At the restaurant one day, however, Lila Gleitman ordered a large salad that included a nice bunch of big, black olives. And what did the child say? Pointing to the olives, the child said tack. So what was the childs understanding of tack? Probably something like eyes.

More generally, it appears that learning new words is governed by principles that are not obvious at first glance. As a generalization, people think that a new term refers to a whole object, not just part of some object. Hence, if given a new term glimpf and pointed to a picture of a rabbit, speakers will readily think that glimpf means rabbit, not rabbit leg (or just leg) or rabbit ears (or just ears), and so forth. Now consider children acquiring chair and furniture (the latter term more inclusive than the former). Whats to stop the child from thinking that chair means furniture? Its probably not via parental correction per se, since many parents dont correct their childrens errors, and their children acquire the difference nonetheless. So what are these principles?


Exercises
Exercise 1: Dividing English words into morphemes: Beginning  

For each of the following words, draw one or more lines to divide them into their constituent morphemes.

1. dogs



2. entrust



3. grievous


4. bigger

5. ketchup


6. distrust



7. tricycle


8. monster

9. quickly


10. hardly

Exercise 2: Dividing English words into morphemes: Intermediate
For each of the following words, draw one or more lines to divide them into their constituent morphemes.

1. inhale


2. input



3. output



4. exhale

5. unknowing

6. uncouth



7. recount



8. recalcitrant

9. countable

10. horrible


11. hateful



12. grateful

13. decapitate

14. decide

Exercise 3: Word formation and hierarchical structure: Elementary
Determine affix-attachment rules for each of the following words and then draw a hierarchical representation for each.

1. reconstruction


2. impolite



3. inability

4. irretrievable


5. disappearance

6. dehumidifier

Exercise 4: Word formation and hierarchical structure: Intermediate
Determine affix-attachment rules for each of the following words and then draw a hierarchical representation for each.

1. retable (e.g., The chairwoman retabled the motion.)

2. unrackable (e.g., Those carcasses are so stiff that we cant put them on the racks. Theyre unrackable!)

3. denominate (e.g., The committee nominated Fred, but they found out he was a crook and denominated him.)

4. reuntangle (e.g., They untangled the string, but it got tangled again, so they reuntangled it.)

Exercise 5: Word formation with compounds
Draw a hierarchical representation for any of the following words that require it. You may need to determine affix-attachment rules in some cases.

1. birdbrain




5. whitewashable


9. cherry picker

2. dogpatch




6. restagemanage


10. picture taker

3. telephone call



7. hogwash



11. green house (vegetable growing) 

4. beanbag





8. dogcatcher



12. green house (color of the house)

Exercise 6: Morphological productivity
In linguistics we learn a good deal about human languages not just by examining what a language does permit, but also by examining what a language does not permit. (By convention, we indicate forms that are impossible with an asterisk.) Morphology is no exception. For each of the following rules of English morphology, list as many forms as you can that are impossible in English.

1. V+ize


2. V+able



3. V+ed



4. V+ing

*paintize

    *arrivable


   *breaked
Exercise 7: Adding new morphemes 
The following words are new to English, perhaps even new to you. Try to decide on what basis they were created (i.e., coinage, acronym, clipping, blending, eponymy, borrowing, backformation).

1. Aquadextrous (adj.):  Possessing the ability to turn the bathtub faucet on and off with your toes.
2. Carperpetuation (n.): The act, when vacuuming, of running over a string or a piece of lint at least a dozen times, reaching over and picking it up, examining it, then putting it back down to give the vacuum one more chance.
3.  Disconfect (v.): To sterilize the piece of candy you dropped on the floor by blowing on it, assuming this will somehow remove all the germs.
4. Elbonics (n.): The actions of two people maneuvering for one armrest in a movie theater.
5. Frust (n.):  The small line of debris that refuses to be swept onto the dust pan and keeps backing a person across the room until he finally decides to give up and sweep it under the rug.
6.  Lactomangulation (n.): Manhandling the open here spout on a milk container so badly that one has to resort to the illegal side.
7. Peppier (n.): The waiter at a fancy restaurant whose sole purpose seems to be walking around asking diners if they want ground pepper.
8. Phonesia (n.): The affliction of dialing a phone number and forgetting whom you were calling just as they answer.
9. Pupkus (n.): The moist residue left on a window after a dog presses its nose to it.
10. Telecrastination (n.): The act of always letting the phone ring at least twice before you pick it up, even when youre only six inches away.
The following new morphemes were created as part of a contest sponsored by the Washington Post’s Style Invitational, which asked readers to take any word fom the dictionary, alter it by adding, subtracting, or changing one letter, and supply a new definition. (My thanks to Barbara Rodman for supplying this supplement to the exercise.)

11. Reintarnation (n.): Coming back to life as a hillbilly.
12. Foreploy (n.): Any misrepresentation about yourself for the purpose of getting laid.
13. Giraffiti (n.): Vandalism spray-painted very, very high.
14. Sarchasm (n.): The gulf between the author of sarcastic wit and the person who doesn't get it.
15. Inoculatte (v): To take coffee intravenously when you are running late.

16. Hipatitis (n.): Terminal coolness.

17. Osteopornosis (n.): A degenerate disease

18. Karmageddon (n.): It's like, when everybody is sending off all these really bad vibes,right? And then, like, the Earth explodes and it's like, a serious bummer.
19. Glibido (n.): All talk and no action.

20. Dopeler effect (noun phrase): The tendency of stupid ideas to seem smarter when they come at you rapidly.
21. Intaxication (n.): Euphoria at getting a tax refund, which lasts until you realize it was your money to start with.

22. Ignoranus (n.): A person who's both stupid and an asshole.
�Note that weve placed an asterisk (*) before the sentence Chimpsky ed jump out of his cage. Here we follow standard practice in linguistics of marking impossible (ungrammatical) sentences by placing the asterisk before them.


�Anticipating syntax, we note in passing that, according to some, the native speakers innately-determined linguistic knowledge (here syntax) includes a Stray-Affix Filter, which says that speakers know implicitly that bound morphemes must be attached to some free morpheme.


� Sometimes people say that languages admit (or dont admit) new words to an inventory (as if there were some Government Authority on Language that makes such decisions). This is a convenient fiction for the fact that it is the individual speakers of a language who do this. As always in linguistics, the native speaker is the final authority; the job of the linguist is to describe and explain this authority.


�Well, almost not ever. There is one instance of a noun affixed with un-, namely, Uncola (a trademarked name for a well-known soft drink). The crucial point, then, is that nouns cannot productively be affixed with un-. It is for this reason that Uncola stands out (thus enhancing its appeal among advertisers).


� What about changing verbs to nouns, as in we walkV to we took a walkN? Would you conclude that English also has a zero-derivation rule that changes a verb to a noun? 


� We have to do a little handwaving here because some people spell [] as pill box.


� One might be tempted to go by the capitalization here, but note that there are literally hundreds of examples that wont work in this way.





� Why think that sbject (N) is derived from subjct (V) and not the other way around? A clue is this: What is the normal stress pattern of English, that is, when no zero-derivations are involved? Try it with computer (N) vs. compute (V) ...


�For those who do not recall, the process is called .





� Recall from our earlier disucssion that there appear to be substantive restrictions on affixation; the examples we noted there were re- (e.g., rewrite vs. *resleep) and -en (e.g., lighten vs. *greaten). What the productivity criterion suggests is that re- and -en are both derivational morphemes, not inflectional.


Some people are somewhat confused by apparent exceptions to productivity, as in  go went or buybought. In fact, the number of exceptions to -d productivity is extremely mall (20 or so). The productivity of these is also strictly limited to cases where the phonological similarities between the existing and the new form are overwhelming (e.g., my off-color example of sit vs. sat and (bull)shit vs. (bull)shat).


� We also abstract away from the irregular plurals of English like woman vs. women, goose vs. geese, moose vs. moose, mouse vs. mice, etc. because they are only productive when the phonological similarities between the existing term and the new word are overwhelming.


� Modern English doesnt, but earlier varieties of the language (e.g., Old English)  certainly did.


� Speakers of English who can read and write point out that the marking is apostrophe s, not just s. Other than the fact that illiterate speakers dont know this (and nonetheless use -s appropriately), the fact is that even literate speakers cant hear the apostrophe in spoken speech and nonetheless understand the use of -s appropriately.


� In fact, the German example of Student displays idiosyncratic behavior (simple addition of -en) that is not even particularly common in the language.


� The presentation of Turkish is simplified in that I omit two cases, the ablative and the locative. Ablative case on nouns indicates direction from or source while locative case on nouns indicates location.


� In fact, it is not just word order that is used to mark case in English; stress patterns and pauses also play a role. In a sentence like that man, the policewoman saw the speaker and hearer know that that man is accusative because (informally) it is appears at the left periphery, stressed and followed by a pause while the policewoman is nominative because it appears just to the left of the verb.


� Again, this intuition probably only applies to literate speakers. With illiterate speakers, there is evidence to suggest that they have no such intuitioneven though they obviously do know (implicitly) the grammar and the vocabulary of their speech variety. 


� Of course, it is easy to crack jokes of this kind; it is harder to come to grips with what it really means. Consider this: both Exxon and coprophagous are words in English, but what are the criteria for making this distinction? Is it just a matter of how many people know this? And does knowing words distinguish between recognizing a word and producing it? Think about it ...


� See, however, Adam Hart-Davis enlightening discussion of this matter at http://www2.exnet.com/1995/11/01/science.html (or simply search for crapper with a search engine like Yahoo).


�Those wanting to read up on some of the research done on this very problematic area might consider the articles in The Acquisition of the Lexicon, edited by Lila Gleitman and Barbara Landau (Cambridge, MA: The MIT Press, 1994). Yet another enlightening article, this time in a journal, is that of Paul Bloom and Lori Markson, Capacities underlying word learning (Trends in Cognitive Science 2(2): 67-73.








