
Chapter Six


Syntax
In the previous chapter we saw evidence to suggest that our implicit linguistic competence may be both largely autonomous from other kinds of knowledge and at some level determined by the genetic endowment (innate). These proposals would plainly have a great impact on the linguists understanding of what comprises the native speakers knowledge of both phonology and morphology. In this final chapter, we turn to syntax, that area of study in which we examine the way that words relate to one another.  In a way related to Pinkers model-organism examination of the English past, here we spend a good deal of time looking at what would otherwise appear to be very simple English sentences.

A short word to the wise before we embark. The style of syntax we will be learning in this chapter is a simplified and very reduced form of the view on syntax current in the worlds premier research centers in the late 1980s and early 1990s. These simplifications and reductions in content affect several areas. For starters, we restrict discussion to the clausal domain (i.e., the domain of subjects, verbs and objects) and leave aside the domain of nominal structure (i.e., the internal structure of  phrases like the large can of worms). Indeed, even within the clausal domain, we exclude coverage of such interesting phenomena as the relationship between terms like herself and their antecedents (covered under the so-called Binding Theory). More generally, then, no attempt is made here to provide a complete overview of syntactic theory, nor does coverage include the most recent and up-to-date theoretical proposals. Rather, the intent here is to provide a few basic and fairly abstract principles that illustrate how an autonomous and innate linguistic endowment might combine with simple information from the environment to result in the native speakers knowledge of syntax.

1. Basic Clausal Structure
Consider the simplest imaginable sentence, containing only a subject, verb, and object. A good

example would be The woman hit her knee. As noted above, we ignore the internal structure of noun phrases (NP). Because the woman and her pen are both noun phrases (their central elements are nouns), we will signal our exclusion of their structure by the use of a triangle-like representation:

      NP



    
   NP

  5


            5

the woman



her knee

In the above, the two triangles mean that there is internal structure involved in the noun phrases the woman and her knee, but that we exclude this structure from discussion.

With the exclusion of NP structure, we can turn to the clausal structure of The woman hit her knee. And to do so, we turn to the intuitions of native speakers. In fact, suppose that we ask a large group of speakers to decide what would be the most natural place to divide this sentence into two parts. They might do this by drawing a line between a given pair of morphemes. It seems quite unlikely that any of these speakers would divide the sentence in the following ways:

The │ woman hit her knee.  (unlikely division)

The woman hit her │ knee.  (unlikely division)

The two most common divisions would be the following two:

The woman │ hit her knee.

The woman hit │ her knee.

Of these two more likely divisions, it turns out that the most common is the first, namely, with the division between woman and hit. We can represent this division as follows:

   3
  The woman      hit her knee

And, adding in the unanalyzed NPs from above, we obtain the following:

               3
           NP
      hit    NP

       5
           5
      the woman            her knee

Now consider the remaining division, the one between hit and her knee. Again, we can employ the tree-like structure to represent this intuition, something like this:

             3
hit        her knee

Now, when we combine this intuition with the one from above, we wind up with an elaborated structure:

   3
                         NP                 

                     5      3
                the woman    hit              NP

                                                     5
                                                     her knee

So far, then, the linguistic intuitions of native speakerswhich we represent in a simple way with symbols like 2  have resulted in relatively robust structure for a simple sentence. One problem is, however, that wed like to have some labels for the various notes. The places in the tree where wed like to have some labeling are indicated with question marks (????) below.

        ????
   3
                         NP             ????    

                     5      3
                the woman    hit              NP

                                                     5
                                                     her knee

In fact, one other label is missing, too. The term hit is a verb, so we might include the label V to indicate this:

                                ????
   3
                         NP             ????    

                     5      3
                the woman     V              NP

                                     hit           5
                                                     her knee

To determine the labeling for those nodes indicated with question marks (????), we return to native-speaker intuitions. Specifically, we can ask what single term seems to define the sentence as a whole, that is, what the proposition of the sentence is. Clearly, the central proposition, if encapsulated in a single term, is not the woman; nor is the central proposition just the single term her knee. When asked this question, native speakers respond that the central proposition of this sentence is something like hitting, which happens to have been accomplished by a woman and which affected a knee. In other words, asked to identify the central element, natives come up with the verb itself. Since hit is the central term in this sentence, let us thus replace the top-most node with the extension of the central term verb: Verb phrase (VP). The labeling proceeds as expected:

                                 VP

   3
                         NP             ????    

                     5      3
                the woman     V              NP

                                     hit           5
                                                     her knee

And what of the other unidentified node? This one appears as an intermediate between the top-most VP and the lower V. Following this notion, we call this node V (pronounced as vee-bar). We can thus add in the final node:

                                   VP

      3
                         NP                V    

                     5      3
                the woman     V              NP

                                     hit           5
                                                     her knee

Now for some terminology that will allow us to talk sensibly about the structure above. We use kinship terminology to discuss the geometric relationships in trees like the one above. Consider, for example, the V hit and the NP her knee. In this case, we speak of the two being sisters. By contrast, the VP node and the NP the woman are related in a different way: This NP is the daughter of VP. In addition, we employ the general labels maximal projection (often shortened to Xmax, ex-max), specifier (often shortened to spec), intermediate projection (often shortened to X, ex-bar), head (often shortened to X, ex-zero), and complement to refer to the various nodes. These general labels are shown below. (Note that weve extended down the V representation with a vertical line just so that we can point to  the V node.)

                                 VP  maximal projection (Xmax)

   3
                specifier (spec)  NP                 V   intermediate projection (X)  

                    5      3
                the woman     │             NP

                                      │          5
                 head (X)  V         her knee   complement
 

              hit

The head of the projection above is a verb (V), and because of this, X is V, and Xmax is VP. (If the head had been a preposition (P), then X would be P, and Xmax would be PP; if the head had been a noun N, then X would be N, and Xmax would be NP.) In other words, the nature of the head of a projection (e.g., N, V, P) defines the nature of the intermediate and maximal projections.

Consider the generalization above in somewhat more detail. We stated that the nature of the head determines the nature of the projections above it; as possible heads, we listed N, V and P. Note, then, that we have the potential of three projections, all with identical structure:

NP



VP


 PP

    3
                 
     3

       3
Spec
        N           
 
Spec              V              Spec            P
            3
                          3
                3
         N         Complement 
             V       Complement        P        Complement

One way to generalize the structural identity observed above is to use a kind of simple algebra, where the symbol X can be any member of the set N, V, and P:

X  N, V, P

Given this, we can then proceed to picture the generalization in terms of X:

XP

     3
             Spec
          X
                           3
                        X              Complement

In fact, it has been proposed that the generalized XP structure observed above is universal; more particularly, the proposal is that this structure forms one part of the innate linguistic endowment, which linguists call Universal Grammar (UG). As a result, the child acquiring any given human language would not need to learn this structure; rather, she would know in advance that all N, V and P phrases in all human languages conform to this schema.

We will return below to revise the generalized XP structure slightly; for now, we state the generalization as a principle of UG which we call (for perhaps obvious reasons) X-bar Theory:

X-bar Theory (to be revised):

(i)
XP




(ii) X  N, V, P

    3
  Spec
        X
             3
          X            Complement

1.1 Inflectional phrase and verb movement
So far, we have proposed the following X-bar structure for sentences like The woman slapped the boy:

                                    VP

      3
                         NP                V    

                     5      3
        the woman V              NP

                                  slapped      5
                                                     the boy

One problem here is the verb slapped. We know from morphology that slapped actually involves two morphemes: slap + past. We also know that the past morpheme is inflectional (not derivational). In fact, there is evidence to suggest that the past morpheme might be generated not under V, but elsewhere. We will turn to this evidence in just a moment; for now, suppose that verbal inflection is generated under its own node, which we will call I (for Inflection), and that I is to the left of VP:

I                       VP

          past
      3
                         NP                V    

                     5      3
     the woman    V              NP

                                      slap       5
                                                   the boy

While it may seem implausible at first glance to generate the inflectional morpheme off to the left of the verb, there is evidence to suggest that verbal inflection like past may indeed appear in some location to the left of the main verb. Consider, for example, the sentences below:

Past Inflection




Agreement Inflection
The woman slapped the boy.


The woman slaps the boy.

               




           
       main   past




       main   agreement

         verb    inflection



       verb    inflection

Did the woman slap the boy?


Does the woman slap the boy?

                                    



                         
                 past                        main



      agreement
     main

  inflection               verb



       inflection             verb
The woman did not slap the boy.

The woman does not slap the boy.

                   





            
                    past          main

                    

agreement   main

                                    inflection       verb

                             
 inflection    verb
What the examples above reveal is that there is indeed evidence to suggest that both the past inflection and the agreement inflection may appear to the left of the verb that would usually bear the inflection in simple, declarative sentences.

But what of the I node that we proposed above? In fact, just as V projects (via V) to VP (and P to PP, etc.), the node I would, following X-bar Theory, have to project as well. In other words, just as V is an X in X-bar Theory, so is I; the result would be that I projects to IP:

 
 IP

     3
  Spec
           I
               3
             I                    VP

       Tns/Agr        3
          past          NP               V    

                      5      3
         the woman     V              NP

                                     slap         5
                                                     the boy

The past morpheme in the representation above will, at some point, have to move down and attach to the verb, slap. This is necessary because the English tense morpheme is a bound morpheme, that is, one that cannot survive if left unattached to a free morpheme. This generalization is stated in another principle of UG:

Stray Affix Filter: Bound morphemes must be attached.

To put this differently, the Stray Affix Filter requires that the past morpheme move from its present position under I to the verb, as indicated by the arrowed movement line below:
,

 IP

     3
  Spec
          I
              3
             I                    VP

      Tns/Agr         3
         past           NP               V    

            │          5     3
            │        the woman    V              NP

            │                         slap         5
            │                          :            the boy

            └───────────┘
The assumption we make is thus the following: Verbal inflection (tense, agreement) is generated under I, which itself has no choice but to project to IP. Because of the Stray Affix Filter, the bound morphology generated under I must move to some position that hosts a free morpheme. In English, we assume that this movement involves lowering I to V, as indicated above.

In fact, there is another generalization about phrasal structure that is only implicit in the discussion above: I moves to V; it doesnt move to a specifier position or a complement position. This movement follows from another principle of UG, which we will call, informally, the Movement Constraint:

Movement Constraint (informal):

a. Maximal projections (XPs) can only move to other XP positions;

b. Heads (Xos) can only move to other Xo positions;

c. Xo positions may not be skipped over.

It follows from the Movement Constraint that I could only move to V: There is no other head position available to which I could move. (We return below to that part of the Movement Constraint that prohibits heads from skipping over other head positions.)

1.2 Inflectional phrase and case
Now consider the example sentence The woman slapped the boy again.  In particular, consider the two NPs, the woman and the boy. As we learned in the previous chapter, NPs have case, which indicates, roughly, the role (e.g., as doer or receiver) that each NP plays in the clause. In modern English, case is not marked with overt morphology on nouns, but it is marked overtly on pronouns:


Nominative NP
(not an NP)
Accusative NP

Nouns
The woman
hit
the boy

Pronouns
She
hit
him

We may start our examination of case with a well-known generalization about all human languages (including English), again as a principle of UG:

Case Filter: All NPs must have case.

From the Case Filter, it follows that the woman and the boy must have case. Here we turn to another theory of UG, namely, Case Theory, which deals with the syntactic mechanisms that assign case to NPs. For the simple sentences we are dealing with in this chapter, the relevant cases are Nominative (generally for subjects) and Accusative (generally for objects).

In fact, for our example sentence The woman slapped the boy, how the NP the boy gets Accusative case seems to be fairly straightforward: If the NP is the complement if the verb, then it receives Accusative case. More particularly, we can state the following:

Case Theory:
a. Accusative: Accusative case is assigned to the NP complement of a V head.

The somewhat more complex problem involves the case of the woman. So that we can see what is happening here, it is important to switch to the pronominal version of the example sentence, namely, She slapped him. Could it be that she receives Nominative case merely by virtue of the fact that she is the subject in the specifier position? In fact, this possibility seems rather dubious, given sentence contrasts like the following:



subject
verb
object



she (nominative)
slapped 
him

The boss
expects
her (accusative)
to slap
him

Note in the contrast above that Nominative is assigned not just to any NP subject, but only to the NP subject of a finite verb (i.e., a verb carrying tense or agreement information, like slapped); for the NP subject of a non-finite verb (i.e., a verb carrying no tense or agreement information, like the infinitive to slap), we find accusative case. In other words, this observation suggests that Nominative case assignment is associated with finite verbal morphology.

What is the structural expression of the relationship between Nominative case and finite verbal morphology? One possibility is that Nominative case is associated with IP: I hosts exactly the type of information on verbal morphology (e.g., past) that results in Nominative. How assignment might be accomplished follows in part from the Movement Constraint above: The subject NP, generated underlyingly as the specifier of VP, moves to the specifier of IP, where it can receive its case from I:

Case Theory:
b. Nominative: Nominative case is assigned in a spec-head relationship with finite I.

In the statement above, spec-head refers to the structural relationship that obtains between the specifier position and the head position within a single projection. The movement of the NP from the specifier of VP to the specifier of IP is shown in the representation below:

   IP

       3
   Spec              I
     :          3
     !        I                 VP

    ! Tns/Agr         3
     !     past          NP                V    

     ! 
   !        5      3
    ! 
   !       the woman    V              NP

     !       !         
       slap        5
     !       !          
         :           the boy

     !       z---------m      !   
     z------------------m
It is perhaps worthwhile to take stock:

· Verbal inflection is generated in I; following X-bar Theory, IP projects.

· The Stray Affix Filter requires that the inflectional information under I (e.g., past) be attached to a free verbal morpheme.

· The Movement Constraint allows I to move to only one other location, namely, to V.

· The Case Filter requires that both NPs have case.

· The NP sister of V gets its case (here Accusative) from V, via the Case Theory.

· The NP specifier of VP moves to the specifier of IP, where it can receive Nominative, also via the Case Theory. Due to the Movement Constraint, the movement from Spec,VP (the specifier of VP) to Spec,IP (the specifier of IP) is the only possible move anyway.

1.3 Thematic information
Speakers have implicit knowledge of the meaningful roles that NPs accompanying a given verb must play. Hence, in The woman slapped the boy, they know that one entity must be an initiator of the action expressed by the verb slap (the woman=AGENT), and that the other entity must be one that is affected by the action or state expressed by the verb slap (the boy=THEME).

Are all verbs like slap in requiring the same meaningful roles, namely, an AGENT and a THEME? Consider the verbs in the following sentences:

The woman   slapped   the boy.


The president was dreaming


AGENT

 THEME


EXPERIENCER
The worker   put   the mail     into the box.

The students are in the library.


AGENT
          THEME        GOAL


THEME 
LOCATION
What these few examples illustrate is that particular verbs appear to require particular types of roles. That is, the NPs accompanying these example verbs play different meaningful rules in relationship to the verb. Slap, for example, requires its two NPs to play the roles of AGENT and THEME, while the single NP accompanying the verb dream must be an EXPERIENCER. Technically, meaningful roles like AGENT and EXPERIENCER are known as thematic roles,  -roles for short.

- roles are part of the speakers lexical knowledge. In other words, the speakers lexiconan expanded mental dictionarytells the speaker that, for example, the verb kill requires both an AGENT and a THEME (very informally, a doer and a receiver). When used in a particular sentence, these -roles are expressed by particular arguments like NPs, which pick out particular persons or entities or things from the universe of possible persons, things, or entities that one might be talking about in a given discourse (in a conversation, for example). There is a clear sense, then, in which such lexical information must be aligned with the arguments appearing in a sentence. The alignment of - roles and NPs is shown visually below:

Lexical knowledge:

kill:        AGENT, THEME
                                                         t                 y           
      NP                          NP

Sentence:


The hunter   killed     a turkey.

In practice, the alignment relation above is expressed in lexical entries with a simple convention in writing lexical entries. The lexical entry for kill would be the following:

kill (verb): AGENT, THEME
The underlining indicates that this role is associated with the argument in the specifier of VP, which we call the external argument. (The term external derives from the fact that the argument NP in this structural position is outside of the immediate V projection of V.) The role in the lexical entry that is not underlined is reserved as the internal argument (so called because the NP argument here is inside of the immediate V projection of V). 

The generalizations expressed above are assumed to be part of UG as well. The general requirement is that such lexical information must be represented in sentences. This requirement is formalized in the principle of UG known as the Projection Principle:

Projection Principle: Lexical information must be syntactically represented.

In addition, the alignment relation discussed above is expressed by the principle known as the Theta Criterion:

Theta Criterion:

a. Each argument is assigned one and only one - role.

b. Each -role is assigned to one and only one argument.

It is by virtue of the Projection Principle and the Theta Criterion that native speakers know the impossibility of sentences like the following:

*The woman put the bag.

(The verb put requires AGENT, THEME and GOAL, but there are only two arguments present to express these three -roles.)
*The kitty-cat died the disease. 
(The verb die requires only EXPERIENCER, but the sentence has two arguments to express this one -role.)
1.4 Some common -roles
The following are definitions of some of the common -roles discussed in standard literature:

Agent: The entity that initiates the activity, accomplishment, or achievement expressed by the predicate.

Theme: The entity that is affected by the activity, accomplishment, or achievement expressed by the predicate. The Theme may also refer to pure existence, with states. Sometimes called a Patient.

Goal: The entity toward which an activity, accomplishment or achievement moves or takes place.

Source: The entity from which an activity, accomplishment or achievement moves or takes place.

EXPERIENCER: The entity that feels or perceives something of the activity, accomplishment or achievement.

Stimulus: The entity that is perceived of some activity, accomplishment or achievement.

Instrument: The entity with which the activity, accomplishment or achievement is carried out.

Beneficiary: The entity that benefits from the activity, accomplishment or achievement.

Location: The location or place at which the activity, accomplishment or achievement takes place.

1.5 Thematic and non-thematic verbs
When we think of verbs like smell or slap, it is straightforward to identify their associated -roles. But do all verbs have associated -roles? Consider the verb have in the following sentences:

That woman has an expensive car.

This woman has passed her PhD examinations.

There is clearly an intuitive difference between the use of have in the first sentence above and its use in the second sentence. In the first sentence, the use of have expresses something like to own; this use requires the -roles EXPERIENCER (the woman) and THEME (an expensive car). But what of the use of have as an auxiliary (helping) verb in the second sentence? Does auxiliary have include any thematic roles? Apparently not. For this reason, we differentiate between thematic verbs, which have thematic requirements, and non-thematic verbs, which include no -roles.

Non-thematic verbs include the auxiliary verb have as well as the auxiliary be, as shown in the example below:

The woman is dreaming.

Another non-thematic verb, particular to a small group of languages that includes English, is so-called dummy do, as seen in, for example, yes-no questions:

Did the woman sign the contract?

What are the -roles associated with the two NPs the woman and the contract? It appears that we have to do with an AGENT (the woman) and a THEME (the contract). It also seems intuitively obvious that these two -roles derive from the verb sign. So what are the -roles associated with do? In fact, there don't appear to be any.

It also seems apparent that modal verbs like can, might, should and must are included among the non-thematic verbs. To see this, consider the following pair of sentences, both with modal can:

Fish can spoil (if you dont keep it refrigerated).

Fish can eat a lot of worms.

In these two sentences, the -roles associated with the two uses of fish are rather different from one another. In the first use, fish seems to be an EXPERIENCER, but in the second use it appears to be an AGENT. Crucially, note that it is not the modal verb can that stands behind this thematic differentiation; rather, it is the verbs spoil and eat that are involved here. What these examples thus suggest is that modal can doesnt really have any associated -roles; it is the main verb accompanying the modal that supplies this information. More generally, examinations like this one suggest that all of the modals are, in fact, non-thematic verbs.

2. Explaining some constructions
For many, the term construction is employed to refer to complex word-order patterns; the discussions accompanying such uses typically seek only to describe the phenomena. In this section, we will examine a number of syntactic constructions in English and attempt not just to describe them, but to derive them in terms of principles of Universal Grammar.

2.1. English clausal negation, NegP, and the Movement Constraint
Consider the following examples of English clausal negation:

The man is not buying any gasoline.

The worker has not installed the printer.

The woman does not have any tickets.

Note in each case that two verbs are involved: A non-thematic verb appears to the left of the negative element, and a thematic verb appears to its right.

How to explain this construction? Consider the first example sentence, The man is not buying any gasoline, in particular not. The general assumption is that the negative element is on a par with inflection in that it is associated with another, independent projection. Hence, a partial representation of this example sentence would be the following:

            IP

    3
Spec             I
             3
             I                NegP

      Tns/Agr      3
      pres prog  Spec           Neg
                                   3
                                Neg               VP

                                 not         3
                                             NP                V
                                         5      3
                                        the man     V               NP

                                                      buying        5
                                                                      any gasoline

In this representation, the information under I indicates that the tense and aspect of the sentence is present progressive. Following our earlier reasoning, the man does not receive any case in its underlying position as the specifier of VP and, due to the Case Filter, must move to some position where it can receive case. The only position open where case could be obtained is the specifier of IP, and so the NP moves to that position. 

              IP

      3
     Spec          I
     :        3
     !        I                NegP

     !     Tns/Agr     3
     !   pres prog   Spec           Neg
     !                                  3
     !                              Neg               VP

     !                            not             3
     !                                           NP                V
     !                                     5         3
     !                                    the man        V              NP





      z--------------m        buying   6







     any gasoline

But what about the information on verbal inflection (tense, aspect, agreement)? If we were to follow our earlier reasoning, pres prog would move down and attach to V. This is, however, where the Movement Constraint comes into play, in particular, that part of the constraint that prohibits head skipping. Recall the constraint itself:

Movement Constraint (informal):
a. Maximal projections (XPs) can only move to other XP positions;

b. Heads (Xos) can only move to other Xo positions;

c. Xo positions may not be skipped over.

Crucial here is that Xo positions may not be skipped over. Would this part of the constraint be violated if pres prog were to move down to V? Consider the tree:

              IP

      3
   Spec                I
     :         3
     !         I                NegP

     !      Tns/Agr     3
     !  pres prog  Spec           Neg
     !       !                       3
     !       !                    Neg              VP

     ! 
   !                   not         3
     ! 
   !                                NP                V
     ! 
   !                             5      3
     ! 
   !                            the man     V               NP

     z- -!-----------m            buying       5
               !                                                 :          any gasoline

               z-------------- --m 

Note in the representation above that the movement of pres prog downward to the verb effectively skips over the Xo position in NegP. Note, too, that Io couldnt move through Nego anyway, since that position is already occupied by not. As a result, the movement shown above turns out to be impossible, for it would represent a straightforward violation of the Movement Constraint, in particular, that part of the constraint that prohibits Xos from skipping over intermediate Xo positions.

There is, of course, a solution to this problem: English present progressive is represented not just by a bound morpheme that would have to move down and attach (due to the Stray Affix Filter), but by a combination of the free morpheme be along with bound morphological information (tense, aspect, agreement). In other words, English present progressive comprises use of the free morpheme be in one of its several finite or non-finite guises: be, am, are, is, was, and were. As a result, it is not necessary for movement of present progressive to take place at all; it can bind to the relevant form of be and remain in place, as represented below:

              IP

      3
     :                I
     !        3
     !        I                 NegP

     ! Tns/Agr      3
     ! pres prog  Spec           Neg
     !      is                      3
     !                           Neg               VP

     !                            not         3
     !                                        NP                V
     !                                    5      3
     !                                   the man     V               NP

     z-------------m        buying        5
                                                                          any gasoline

The representation above indicates that the lowering of the information in Io is unnecessary since the free morpheme be is assumed to be generated directly under Io, where the relevant morphological information can attach to it without movement. In fact, the second example sentence above, The worker has not installed the printer, admits a similar derivation. The only difference is that the tense, aspect and agreement information under Io now involves present perfect (pres perf); since this information includes the free, non-thematic morpheme have, no lowering is required. This is shown in the representation below:

              IP

      3
     :                I
     !        3
     !        I                 NegP

     ! Tns/Agr       3
     ! pres prog   Spec           Neg
     !    have                     3
     !                           Neg               VP

     !                            not         3
     !                                        NP                V
     !                                    5      3
     !                                the worker     V               NP

     z--------------m    installed      5
                                                                        the printer

A somewhat different case involves the third example sentence above, The woman does not have any tickets. Here we begin with the familiar: The subject is generated as the external argument under the specifier of VP and, due to the Case Filter, moves to the specifier of IP, where it is assigned Nominative.

              IP

      3
     :                I
     !        3
     !        I                NegP

     !  Tns/Agr    3
     !     pres      Spec           Neg
     !                              3
     !                           Neg               VP

     !                            not         3
     !                                        NP                V
     !                                    5        3
     !                                 the woman     V               NP

     z-------------m            have       5
                                                                           any tickets

Crucially, the inflectional information under Io involves only bound morphology indicating tense and agreement; there is no free morpheme under Io for this bound morphology to attach to. Importantly, then, the Stray Affix Filter requires that this morphology be bound, while the Movement Constrain disallows lowering to have. To escape this dilemma, speakers of English long ago inserted the non-thematic verb do, whose only purpose is to provide a free morpheme to which the relevant inflectional information could attach. The intent behind calling this word dummy thus becomes clear: It is a completely meaningless carrier of inflectional information, invented only because the Stray Affix Filter and the Movement Constraint conspire both to require lowering of inflection and to prohibit it.

2.2. English medial adverbs and adjunction for non-argument constituents
Consider English sentences that contain frequency or manner adverbs in medial position like the following:

The woman rarely eats broccoli. 

The worker quickly devoured his lunch.

The waiter is slowly cleaning off the table.

The boxer has usually lost his matches.

In the first two sentences above, the adverbs rarely (frequency) and quickly (manner) intervene between the subject and the thematic verb. In the next two example sentences, we observe that these adverbs appear between non-thematic verbs (i.e., is, has) and thematic verbs (i.e., cleaning, lost). These pairs of examples suggest only a partial similarity to the case of negation discussed above: Non-thematic verbs appear to the left; however, dummy do is not required.
 

What is crucial to note about such adverbs is that they are not part of the lexical entries of the verbs; that is, they are not required by the verb. As a result, they could not be generated under V (which we reserved for the internal argument), and they could not be generated under the specifier position (which we reserved for the external argument). One possible representation of such non-argument constituents involves adjunction, where some element is generated under a copied maximal projection:

                                              XP   ┐
                                       3                                 ├ copied XP node

adjoined    ZP                 XP   ┘
element                                     3
                                            Spec              X
                                                            3
                                                           X        Complement

In particular, then, such adverbs are assumed to be adjoined to VP (since from this position they will dominate and thus modify the information underlyingly under VP). For the first example sentence above, The woman rarely eats broccoli, we assume a representation that is, with regard to movement, identical to the representation of a sentence without the medial adverb. The representation below illustrates the situation:

                     IP

             3
           :                   I
           !            3
           !           I               VP

           !      Tns/Agr 3
           ! 
!      Adv               VP

           !
!      rarely       3
           !
!                  NP                  V
           ! 
!               5       3
           ! 
!             the woman    V            NP

           ! 
! 

!         eat        5
           z-- -!-------m          :         broccoli

 

z---------- -m 

And for the example sentences that include non-thematic verbs, we again find that movement of inflection does not take place since a free morpheme is located under Io. This case is illustrated for The boxer has usually lost his matches in the representation below:

                      IP

              3
            :                   I
            !            3
            !           I                 VP

            !      Tns/Agr   3
            !        have    Adv               VP

            !                 usually      3
            !                               NP                  V
            !                           5        3
            !                          the boxer     V             NP

            ! 

         !             lost        5
 
z----------m                         his matches

2.3 The English causative alternation and lexical entries
Transitive verbs are those that in which the action expressed by the verb is initiated by the external argument (the subject) and in which the action affects the internal argument (the object). Simple examples of this type include the following:

The woman clobbered the insect.

The worker mailed the letter.

By contrast, intransitive verbs are those that have an external argument, but no internal argument. Some examples of intransitive verbs are the following:

The woman slept.

The worker died.

At first glance, one might think that such a classification of verbs would be distinct in that a verb appearing in one class (e.g., transitive) could not appear in the other class. But consider the following verbs:

break:
The woman broke the jar. (transitive)

The jar broke. (intransitive)

fold:
The janitor folded the sheet metal. (transitive)

That metal doesnt fold. (intransitive)

drop:
The teacher dropped the chalk. (transitive)

The chalk dropped. (intransitive)

freeze:
The cold weather froze the pond. (transitive)

The pond froze. (intransitive)

These verbs are sometimes referred to as causatives: They express cause to. But what is their structure? Consider the transitive version of break, as in The woman broke the jar. It seems straightforward to think that this use of the verb involves an AGENT and a THEME, where the AGENT is expressed underlyingly as the external argument. This is shown in the following representation, which, for convenience, does not include the IP projection.

                   VP

            3
         NP              V
     5    3
 the woman  V              NP

                   break       5
                                     the jar

As before, the Case Filter would force the woman to move to the specifier of IP, and the Stray Affix Filter would force the inflectional information under  I (i.e., past) to move down to the verb (creating broke). 

Now consider The jar broke. In particular, consider what thematic role is associated with the NP the jar. In fact, the -role associated with the jar in this sentence, THEME, is precisely the same -role that is associated with the jar in the transitive use of break (i.e., The woman broke the jar). In other words, the -role of the jar is a constant across both the transitive and intransitive varieties of break; the difference between the two is that the transitive variety of the verb in The woman broke the jar has a second -role, namely, AGENT. Note, too, that the AGENT role in the transitive variety is associated with the external argument under the specifier of VP. These considerations suggest that the lexical entries of the transitive and intransitive varieties of break may differ in that only one includes a -role to be associated with an external argument. This difference is illustrated below. (Recall that the -role associated with the external argument is underlined, by convention.)

break (transitive verb): AGENT, THEME
break (intransitive verb): THEME
If the lexical entry for the intransitive variety of break is correct, it would follow that the underlyingly VP of The jar broke would appear as follows:

                VP

                  g
                 V
         3
       V                NP

     break        5
                       the jar

So far, so good, but there is a problem: the NP the jar is the sister of V and should therefore receive Accusative case from the verb. In other words, there are no violations of the Case Filter or any other principle of UG here. As a result, not only do we falsely predict that English allows apparently subjectless sentences like Broke the jar,
 but also we have no way of requiring the jar to move to the left of the verb in order to create The jar broke.

The way out of this problem is to assume that the lexical alternation that relates the transitive verb to the intransitive through deletion of a -role also has another effect: It also deletes the intransitive verbs capacity to assign case to an NP sister. In other words, the lexical entries would be somewhat like the following:

break (transitive verb): AGENT, THEME
break (intransitive verb): THEME; cannot assign case to NP sister

Now consider again the VP structure, which we now supplement with IP as well:

                         IP

                  3
                                  I
                          3
                         I                 VP

                   Tns/Agr             │
                         !                  V
                         !          3
                         !        V                NP

                         !     break         5
                         ! 
 :             the jar

                         z---m                                      

What is interesting in the representation above is that the Case Filter would be violated: Since the lexical change that created intransitive break stripped away not only its external argument, but also its capacity to assign case, the jar would be ungrammatical if it were to remain in its current position. In other words, this change correctly predicts the impossibility of sentences like Broke the jar in English.

How does the jar wind up to the left of the verb? Note that the Case Filter is going to force some kind of movement (to get case). Note, too, that the specifier of IP is open (not filled with, e.g., a moved NP from the specifier of VP). Since the NP the jar can get case here, it therefore moves, as shown in the following representation:

                         IP

                  3
                 :                 I
                 !         3
                 !        I                VP

                 !    Tns/Agr           g
                 ! 
    !                  V
                 !        !          3
                 !        !        V                NP

                 !        !     break         5
                 !        ! 
    :
         the jar

                 ! 
    z---m                !
                 z-------------m
2.4 The English passive alternation and lexical entries
Another alternation allowed by some verbs is known as the passive. Examples of this alternation are shown below:

The worker chose the wrong package. (active)

The wrong package was chosen (by the worker). (passive) 

The woman sliced the pizza. (active)

The pizza was sliced (by the woman). (passive)

Three characteristics of the passive alternation are relevant to the analysis:

· Verbs that undergo the passive alternation appear as participles like chosen;

· The alternation requires a non-thematic verb, generally be, which carries inflectional information (tense, agreement, etc.); and

· The external argument (=subject) of the active variety may disappear altogether, or, if it does appear, then as the object in a prepositional phrase with by. 

In fact, the treatment of the causative alternation in the previous section suggests a means to understand the passive alternation. Consider the lexical entry of the active verb choose, from the first example sentence The worker chose the wrong package:

choose (verb)
AGENT, THEME
It seems straightforward to suggest, following the lead of the causative alternation, that the passive alternation involves deletion of the -role associated with the external argument. To bring out the contrast, we include, here and below, both the passive and the non-passive entries:

choose (verb)
AGENT, THEME
choose (verb, passive): THEME
This move would predict, correctly, that by-phrases in passive alternations (e.g., The wrong package was chosen by the worker) appear only optionally (i.e., they are not required). 

It would also follow from the understanding developed earlier of the causative alternation that the passive alternation might also delete the verbs capacity to assign case to an NP-sister. Hence, the passive lexical entry above would be revised as follows:

choose (verb)
AGENT, THEME
choose (verb, passive): THEME; cannot assign case to NP sister

Finally, it seems obvious that the passive alternation will require the verb itself to surface as a participle and non-thematic be to appear as the finite form. These changes are reflected in yet another revision of the lexical entry:

choose (verb)
AGENT, THEME
be chosen (verb, passive): THEME; cannot assign case to NP sister

Now consider how this lexical entry might project. Be chosen requires a THEME like the wrong package, which will appear as the internal argument:

               IP

                g
                I
       3
       I              VP

      be               g
                        V
                3
             V                NP

        chosen         5
                       the wrong package

Because the passive verb cannot assign case to its NP sister, a Case Filter violation occurs, so the NP sister must move to a location where it can receive case. The only XP position available that assigns case is the specifier of IP. This movement is represented below:

                 IP

         3
       :

 I
       !        3
       !        I                VP

       !      Tns/Agr         g
       !        be               V
       !                    3
       !                  V                NP

       !            
 chosen         5
       !                           the wrong package

       z------------m                                              

What happens when the optional by-phrase (The wrong package was chosen by the worker) does appear? As in the case of the adverbs discussed earlier, the optional phrase is treated as a VP adjunct, though this time adjoined to the right:

                VP       adjunction

                     3
              VP                      PP

                g                           g
              V                        P
      3          3
   V               NP       P                  NP

 chosen     5    by              5
               the wrong                  the worker

                package

When IP is included in the structure, we find the following:

                         IP

                 3
              :                     I
              !             3
              !           I                      VP       adjunction

              !     Tns/Agr          3
              !          be         VP                      PP

              !                        g                           g
              !                      V                        P
              !              3          3
              !           V               NP       P               NP

              !        chosen     5     by          5
              !                      the wrong              the worker

              !                      package

              z---------m                           

2.5 Embedded clauses and CP
Embedded clauses appear inside of a larger, matrix clause, as shown in the example below:


[image: image1.wmf]The woman says

   that she wants a new car.

Matrix clause

Embedded clause


As the example illustrates, that she wants a new car is effectively one part of the matrix clause, The woman says that she wants a new car. More interestingly, this example of embedding suggests that this particular embedded clause is the direct object of the verb say in the matrix clause. Other embedded clauses may be, for example, the subject of the matrix clause, as the underlined portion of the following example shows:

That its going to rain today is taken for granted.

How are embedded clauses analyzed? In fact, complementizers like English that are taken to be heads under the X category C. As expected, this head, like all heads, would project, now to CP. This is shown in the example below. Note in the example that we use the triangle symbol 6 to abstract away from structure that is not pertinent to the present discussion.

                       CP

                         g
                        C
                3
              C                    IP

            that           6
    she wants a new car

Hence, the representation of the full clausal structure in The woman says that she wants a new car is as follows (again, omitting structure that is not relevant to the discussion):

                  IP

          3
         :                  I
         !         3
         !        I                  VP

         !   Tns/Agr      3
         !       !          NP              V
         !       !      5     3
         !       !  the woman    V           CP

         z-- ! ---m        say            g
                   ! 

          :             C
 
       z--------m      3
                                                    C                  IP

                                                   that         6
                                                              she wants a new car

Finally, note that embedded clauses may be introduced by the complementizer that, but they may also be introduced by other elements, in particular, WH-words like who, when, what, where, why, how. Consider the example below:

The woman may know where she is going.

Here we consider only the position of the WH-word itself. Clearly, its position would have to be in some way related to the CP projection, but is it in the head position (like the complementizer  that), or is it a specifier of CP? In fact, there is evidence to suggest that WH-words may be complete phrases, not just single heads. For instance, WH-words may certainly stand for complete phrases (the intelligent woman with the wavy hair = who), and they may even be phrases themselves (Which car do I take? What in the world did they do?  Where the heck is my chalk?) These considerations suggest that the WH-word introducing the embedded clause above may be in the specifier of CP, as shown in the example below:

              IP

      3
     :                 I
     !         3
     !         I               VP

     !      may      3 

     !                  NP            V             

     !             5    3
     !         the woman   V            CP

     z-----m          know 3
                                            WH              C
                                           where    3
                                                       C                 IP

                                                                    6
                                                                    she is going

X-bar Theory (first revision)
The discussions above have revealed that X may expand not only as N, V, or P, but also as I, C, or Neg. As a result, it may be worthwhile to revise the early statement of X-bar Theory to reflect these additions:

X-bar Theory (to be revised even more later):

(i)
XP




(ii) X  N, V, P, I, C, Neg

    3
  Spec
        X
             3
          X            Complement

2.6 WH-questions and CP
WH-questions in English are those questions that begin with one of the WH-words. What is interesting about WH-questions is that they pattern differently, depending on whether the word being questioned is the subject or the object.

Consider so-called object questions first. In one possible situation, one speaker does not hear what another speaker says and thus asks either of two questions:

Speaker A:
The worker will fix the xxxxxxxx when our friends are here.

Speaker B (could not understand what speaker A said and so asks either of the following):

The worker will fix what?

What will the worker fix?

What seems evident from the two possible questions is that the derivation of the object question involves two changes:

· The WH-word is moved to the left periphery of the clause; and

· A non-thematic verb (in this case, the modal will) appears to the left of the subject.

How might we derive such a question? Begin with the structure we already know:

              IP

      3
     :                 I
     !         3
     !         I               VP

     !      will      3 

     !                  NP            V             

     !             5    3
     !         the worker   V            WH

     z-----m           fix            what

So far, the structure follows the principles we have examined and thus mirrors what we have already seen. But now there appears to be a problem: We need to move the WH-word to the left, and we need to place the non-thematic verb will to the left of the subject. In other words, we require two positions to the left of the subject in the specifier of IP.

In fact, our earlier consideration of the structure of embedded clauses suggests that we may already have two positions to the left of the specifier of IP: CP, which includes the XP position as the specifier and C, for heads. Indeed, since we already know that CP is employed for embedded questions (see the structure of The woman will know where she is going above), CP appears to be ideal. Consider, then, the object question, with double-movement to CP. 

                CP

         3
       :               C
       !       3
       !      C               IP

       !      :       3
       ! 
    !       :                 I
       ! 
    !
  !        3
       ! 
    !
  !
I               VP

       ! 
    !
  !     will      3 

       ! 
    !
  !      !       NP              V             

       ! 
    !
  !      !    5    3
       ! 
    !
  !      ! the worker  V            WH

       ! 
    ! 
  z--! ---m      fix            what

       ! 
    z----- m                                      !
       z----------------------m
Just to make sure, compare the following catalog of movements to the representation above:

· Movement of the external argument from the specifier of VP to specifier of IP;

· Movement of the non-thematic verb from I to C; and 

· Movement of the WH-word from its underlying position to specifier of CP.

It is perhaps worthwhile to consider one other example object question, this one with dummy-do. 

What did the woman see?

Here we do not repeat the arguments for movement to CP, but rather go directly to its representation:

               CP

       3
       :               C
       !       3
       !      C                 IP

       ! 
     :         3
       !       │       :                 I
       ! 
     !      !        3
       ! 
     !      !       I               VP

       ! 
     !      !  Tns/Agr  3 

       ! 
     ! 
  !      !       NP                V             

       !
     !      !      !    5    3
       ! 
     !      !      ! the woman  V            WH

       ! 
     !      z--!---m        see          what

       !       z-----m                                      !
       z----------------------m
The representation of this question is nearly identical to the representation of the earlier question. The important difference is that here we do not have a free morpheme in I that inflection can attach to. Now, to form the question, the bound-morpheme inflectional information in I moves to C, but there is also no free morpheme in C for the bound morpheme to attach to. This would result in a violation of the Stray Affix Filter, but, as we have already seen, English speakers long ago developed dummy-do to get around this problem. So what we find in object questions that dont include a free morpheme in I is the use of do (in this case did, after attachment to past).

So far, we have examined only object WH-questions, that is, questions in which the WH-word is not the subject. Now consider questions in which the WH-word is the subject:

Speaker A: xxxxxx is coming to visit.

Speaker B: Who is coming?

What is interesting about such subject WH-questions is that they dont appear, on the surface, to require movement to CP. As a result, there are two possible analyses of these questions. In one analysis, the WH-word remains in-situ as specifier of IP:

              IP

      3
     :                 I
     !         3
     !       I                 VP

     !  Tns/Agr   3
     !      be      WH             V
     !                who               g
     z------m               V

                                        coming 

The other analysis assumes that all WH-questions, subject or object, uniformly involve movement to CP. Hence, rather than the representation above, we would have the following:

              CP

      3
     :                C
     !        3
     !     C                IP

     ! 
:         3
     ! 
!   !:                 I
     ! 
!   !!         3
     !
!   !!       I                  VP

     ! 
!   !!   Tns/Agr    3
     !    !   !!      be        WH             V
     ! 
!   !!      !         who             !
     z- !-mz--!----m        V

            z-----m                         coming 

In the representation above, we observe double-movement of the WH-word. In the first movement, the WH-word moves to the specifier of IP in order to get case (recall the role of the Case Filter here). In its second movement, the WH-word moves to the specifier of CP. In addition, the inflectional information attached to non-thematic be in I moves to C. Note that the last two movements (i.e., WH-word to specifier of CP and inflectional information in I to C) are exact parallels to the movements we were forced to posit for the object question earlier.

So which analysisthe IP-only analysis or the CP analysisis favored? Those favoring the IP analysis might point out that the CP analysis involves so-called vacuous movement, that is, movement that does not have any visible reflexes. As a result, these persons could argue that the IP analysis is more parsimonious (and thus favored) because the extra movements are not necessary and thus represent an unnecessary complication to theory.  Note, however, that parsimony can be a two-edged sword: Those favoring the CP analysis could argue that uniformity of structure counts here: A simpler theory would involve movement to CP for both subject and object questions, not CP-movement for object questions and no movement to CP for subject questions. 

WH-questions reconsidered
In the discussions of WH-questionsespecially the object WH-questionswe saw that the WH-word moves to the specifier of CP while the inflectional information moves to C. There is also a sense in which these two movements follow from the principles of UG that we have examined: Both movements are consistent with (all parts of) the Movement Constraint, for example. But there is still a problem: Why should the WH-word move in the first place? And why should the inflectional information move to C? In fact, while both movements are thus consistent with the principles we have learned, no principles of UG that we have studied actually motivate either of these movements. In fact, there are such principles, though they are ones not covered in this short course. (Note that if there were no such principles, one would necessarily have to reject both movements as illicit.)

2.7 Interlude
The tree-like representations can be quite demanding and often become quite difficult to keep straight when multiple movements are involved. Here we introduce a slight simplification of representation. Consider a simple movement, say, movement of the external argument from the specifier of VP to the specifier if IP in The woman will win.

                     IP

          
 3
    
:                 I
           
!        3

!
I               VP


!
will       3

!

NP              V

!

5         g

!
        the woman      V

            z---------m         win

Note that the movement arrow in the representation above shows two crucial characteristics: Where the constituent originates (in specifier of VP above) and what the landing site of movement is (in specifier of IP above). An alternative way of representing the same information is to use co-indexation. Here we assume that a moved element leaves a trace of its former self behind after movement, and so we co-index the moved element with its trace, which we label with t. For the example sentence above, we thus have the following representation:

                   IP

           3
         NPi                 I
     5        3
  the woman     I               VP

                      will       3
                                   ti              V
                                                     g
                                                    V

                                                   win

In this alternative representation, note that the moved element is in its final position and that it has a subscripted index i. Note, too, that the origin of this movement in the specifier of VP has the trace symbol t and that this trace bears the same co-index, the subscripted i.

Later we will find that traces of movement play an important role in syntactic research. In particular, the assumption underlying that researchone for which we will not review the evidence hereis that traces of movement are psycholinguistically real in that they occupy a position and thus make that position unavailable as a landing site for other movement.

2.8 Particle verbs and ambiguity
Consider the following sentence:

The woman looked over the fence.

At first, such a sentence does not appear to be ambiguous (=have more than one meaning), but if we add a bit of context, the ambiguity comes out:

The woman looked over the fence when the workers finished building it.

The woman looked over the fence to see her neighbors.

Note in the sentences above that we are dealing with two distinct meanings: The first means something like examine the fence and the second means something like look over the top of the fence. 

In fact, there appears to be a syntactic difference between these two sentences as well. If we substitute the pronoun it for the fence in both cases, we observe a difference. Here we indicate the impossibility of the first sentence with the traditional asterisk (*).

*The woman looked over it when the workers finished their work. (examine)

The woman looked over it to see her neighbors. (look over the top of)

Further, it appears that the impossible sentence above can be repaired by reversing the order of look and it, but doing the same movement to the second one causes a problem:

The woman looked it over when the workers finished their work. (examine)

*The woman looked it over to see her neighbors. (look over the top of)

Here we will not attempt to deal with the pronominalization and reversal effects shown above; rather, we concentrate on the clauses with nouns.

In fact, the essential difference between the two seems to reside in the verb, in particular in the combination of look and over. Note in this regard that look over (=examine) will not retain this meaning if any other term is substituted for over. Look under and look around indicate directions of looking, but nothing like examine. By contrast, look over (=over the top of) does seem to indicate a direction of looking, in much the same way that look under and look around do. What this consideration suggests is that look over (=examine) is, in effect, a single verb that happens to have two parts, namely, a verb and a particle. On the other hand, look over (=over the top of) seems to be a fairly straightforward combination of a verb and a preposition.

Now consider representation. As we assume look over (=examine) to be a particle verb, it should also have its own lexical entry, complete with -roles:

look over (verb, transitive: examine): AGENT, THEME
The representation of The woman looked over the fence (=examine) would include the woman (AGENT) as external argument and the fence (THEME) as the internal argument, as shown below.

                  IP

           3
        NPi                 I
 the woman   3
                     tj              VP

                                3
                               ti                V
                                          3
                                       V                NP

                                   5       the fence

                                lookedj over

(Before going on, examine the representation above in terms of the subscripts i and j. We observe two chains: NPi ... ti and tj ... lookedj .) Importantly, what we observe in the representation above is that the particle verb look over is treated as a single verb. In effect, then, the fence is treated as a simple direct object of look over in this case.

Now consider look over as verb and preposition.  It seems evident, of course, that we will have a lexical entry; the crucial question is whether this lexical entry includes a -role to be associated with an internal argument; in other words, whether we have what amounts to a direct object or not.

In fact, one could come up with arguments for either conclusion. Note, for example, that it is possible to use look without an associated direction:

Speaker A: Did you look over the fence to see if the neighbors are home?

Speaker B: Yep, I looked. Nobody seems to be home.

On the basis of such an observation, one might argue that the lexical entry here excludes a -role for an internal argument:

look (verb, intransitive: gaze): AGENT
In this case, since over the fence would not be an object, it could not be a sister to the verb look and would thus have to be represented as an adjunct, as in the following representation:

                     IP

             3
       NPi                  I
  the woman    3
                    tj                  VP      adjunction

                                  3
                            VP                    PP

                     3                g
                    ti             V               P
                                     g         3 

                                   V         P             NP

                               look+Ij  over       the fence

(Again, examine the representation carefully for the two chains: NPi ... ti and tj ... lookedj.)

On the other hand, one might also argue that a direction (like over the fence) is part and parcel to the meaning of look. Hence, if we remove the direction, we also change the meaning of look, even if only slightly. In this conception, the lexical entry of look would indeed include a -role  associated with an internal argument:

look (verb, intransitive: gaze): AGENT, DIRECTION
And, of course, the representation of The woman looked over the fence (over the top of) would change, too, as shown below:

                   IP

           3
        NPi                 I
 the woman   3
                      tj              VP

                                3
                               ti                V
                                          3
                                       V                PP

                                   5             g
                                    look+Ij           P
                                                  3
                                               P                 NP

                                             over          the fence

Crucially, note in either case (i.e., PP as adjunct vs. PP as sister of V) that the representation differs fundamentally from that of the particle verb look over (=examine), which does not include a PP at all.

3. Long WH-Movement, Subjacency, and COMP-to-COMP Movement
Earlier we considered cases of embedded clauses introduced by one of the WH-words:

The woman said where he is going.

The representation for the example sentence is below (though now we dispense with movement lines in favor of trace):

              IP

      3
    NP                I
the womani3
               tn               VP

                         3 

                        ti                 V             

                                  3
                                  V            CP

                                say+In  3
                                          WH              C
                                         where    3
                                                     C                 IP

                                                                 6
                                                                  he is going

Of course, what we did not consider earlier was the origin of the WH-word itself. As may seem obvious now, after our discussion of WH-questions, is that its origin is within VP. On the assumption that the WH-element is present in the lexical entry of go (i.e., that it is an argument representing a -role), we represent the origin of the WH-element as below:

              IP

        3
    NP                 I
the womanI    3
                  tn               VP

                            3 

                          ti                 V             

                                     3
                                   V                 CP

                                say+In      3
                                             WHj              C
                                            where      3
                                                           C              IP

                                                                   3
                                                               NP
             I
    hek        3
    I
         VP

Tns/Agr  3
    be
   tk
        V
           3

          V
      tj
        going

Consider, however, a structurally related sentence:

Where did the woman say he is going.

Without employing the excessive movements and traces of above, we may represent just the WH-word and its origin as below:

Wherei did the woman say he is going ti.

What well-formed sentences like the example above seem to suggest is that natural languages may permit so-called long-distance WH-movement, where the moved element crosses out of its original clause (the lower, embedded clause) and ends up in another clause (the upper, matrix clause). More generally, it appears, at least at first glance, that WH-movement may involve movement only to the lower Spec,CP (e.g., The woman said where he is going; see representation above)  or all the way to the upper CP (e.g., Where did the woman say he is going?).

There are, however, ill-formed sentences involving long-distance WH-movement which suggest that this type of movement may not be as freely allowed as indicated above. Consider the following contrasting examples:


Whati did the woman see that the man received ti ? 
cf. The woman saw that the man received a letter. 

*
Whati did the woman note the fact that the man received ti ?

cf. The woman noted the fact that the man received a letter.

Whoi did the woman say ti saw what?

cf. The woman said who saw what.
*
Whoi did the woman say whatj ti saw tj ?

cf. The woman said what who saw?
In each of the examples above, when a WH-word is moved to the upper Spec,CP, the result is ill-formedness. (It is perhaps important that one be able to draw complete representations for the well-formed and ill-formed examples ...)

The principle of Universal Grammar that has been proposed to account for this apparent constraint on long-distance movement is shown below:

Subjacency:
a. No single instance of XP-movement may cross more than one bounding node.

b. Bounding nodes (for English) are NP and IP.

According to this principle, a moved XP may not cross, in one instance of movement, either NP and IP, or NP and NP, or IP and IP.

How might this principle account for the ill-formed examples above? Consider the example involving two WH-elements first:

*Whoi did the woman say whatj ti saw tj ?

To examine this example, we will ignore the well-known movements of subjects to Spec,IP (for case) and the WH-related movement of inflectional information to CP; instead, we concentrate only on the two moved WH-words, especially who (since it is apparently the movement of this element that causes the sentence to be ill-formed).

Consider first the movement of what, which we may assume moves from its underlying position within VP to the lower Spec,CP (yielding something like The woman say what who saw?):

IP

    3
the womani    I
             3
             tn
     VP

           
            3
                      ti               V
                                3
        V
              CP

      say+In    3
  whatj              C
   :
     3
    g
    C
       IP

    g

3
    g
         whok            I
    g

          3
    g

          tm
VP

    g


      3
    g


       tk
          V
    g



   3
    g



  V
         tj
    g



see+Im            g 
   z---------------------m
Now consider the movement of Who to the upper Spec,CP:


   CP

   wo
Who
                  C
 :
           3
  g                   C
               IP
  g

       3
  g

the womani      I
  g

               3
  g

             tn
     VP

  g

                       3
  g

                      ti               V
  g

                                 3
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                    V
              CP
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  g
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      g
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z-------------------- !------m         3
      g
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          3
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   V
           tj
      g



see+Im
            g
    z---------------------m
In the representation above, we find the crucial violation of Subjacency: When who moves, it crosses both the lower IP and the upper IP on its way to Spec, CP. Note, too, that the violation could not have been avoided by moving the WH-word first to the lower CP and then to the upper CP (hence making two movements, each one individually subject to Subjacency) because the lower Spec,CP is already filled.

Subjacency thus correctly predicts that the sentence is ill-formed. But would it be possible to derive the sentence the other way around and make it work? Note that, in order to derive the sentence above, we first moved what and then moved who. Consider, then, moving first who and then what. In this analysis, who can move its underlying position to the lower Spec,CP and then to the upper Spec,CP in order to avoid the violation of Subjacency:

    CP

   wo
Who
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:
           3
 g                    C
                IP

 g

       3
 g

the womani      I
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It is important to see that in each of the two steps moving the WH-word who to Spec,CP, no Subjacency violation occurs since each step crosses only one bounding node. This type of movement, where the XP passes through the intermediate Spec,CP on its way to an upper Spec,CP is known informally as COMP-to-COMP movement.

So if Subjacency isnt violated by the movement of who via COMP-to-COMP movement, where is the violation that causes *Who did the woman say what saw to be ill-formed? Consider the derivation immediately above: The lower Spec,CP now contains the trace of the moved element who (left there on its way via COMP-to-COMP movement to the upper Spec,CP). As a result, there is no landing site in the lower CP in order to move what to that position. In other words, when we attempt to move what to the lower Spec,CP, we find no open position, and so the result of forcing movement to that position is ill-formed.

Now consider the first example above, repeated here for convenience:

*Whati did the woman note the fact that the man received ti ?

 The woman noted the fact that the man received a letter.
What makes this pair distinctive is object of the verb note, namely the fact: It takes a CP complement, as illustrated in the well-formed sentence below the ill-formed question above. We may assume that the NP the fact takes CP complement with standard X-bar theoretic notation:

NP

    3
 the
        N
            3
           N 
     CP

          fact      6
                      that the man ...

Incorporating this structure into a representation of the ill-formed sentence above (and ignoring movements that are irrelevant to the present discussion), we thus find the following:
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Note, then, that a Subjacency violation occurs: In the representation as indicated, the moved WH-word crosses the lower IP, the NP containing the fact, and the upper IP. Note, too, that if the WH-word were to stop over in the lower Spec,CP (hence COMP-to-COMP movement), the violation still would have occurred because it would have crossed both the NP containing the fact and the upper IP on its way to the upper Spec,CP.

4. Cross-Linguistic Differences: Brief Notes
So far, we have developed the principles of UG on the basis of only English. Note, however, that the principles we have looked at do not leave a lot of room for word-order variation in English, let alone cross-linguistic variation, apart from fluctuations in lexical entries along the lines of that seen earlier for the causative alternation. But think again: Perhaps fluctuations in lexical entries have the capacity to result in word-order variation not only within a single language, but also across different languages.

4.1. Extending X-bar Theory
In all of the cases we have covered so far, the specifier is to the left and the complement is to the right, as in the following representation:

XP

      3
   Spec
          X
               3
             X             Complement

(Recall that this is the very structure we posited as the basis for X-bar theory.) This view seems to predict that all specifiers will precede  X, and that all complements will follow their heads. Is this true, even in English?

Consider simple adjectives and terms that specify their intensity (hence specifiers). In the examples on the left below, the adjective phrases are in italics, and the specifiers are underlined; the examples on the right below show the impossibility of placing such specifiers to the right (recall the meaning of *) :

The man is very crude.


*The man is crude very.

The exam is extremely difficult.

*The exam is difficult extremely.

The pay is quite poor.



*The pay is poor quite.

The pot is too hot.



*The pot is hot too.

The generalization would seem to be that specifiers of adjectives precede X (here, Adj). In other words, these phrases above seem to justify an extension of our view above to Adjective Phrases (AdjP), at least for that part of the phrase above the X level:

AdjP

     3
 Spec
        Adj
But, then, what are we to do about phrases like those with enough? An example with this specifier of the adjective is shown below:

The sweater is warm enough.

*The sweater is enough warm.

Examples like this one seem to suggest either of two possibilities:

· X-bar Theory covers the general case of specifiers preceding X (e.g., very, extremely, quite, too), but there are exceptions to X-bar Theory that have to be learned individually and by brute force.

· The formulation of X-bar Theory is too tight in that it disallows orders in which specifiers follow Xor in which complements precede X.

In fact, it appears that the second possibility is the correct one. Consider, for example, the following facts:

· English adjectives precede the nouns they modify (e.g., the stupid boy); but in Italian, adjectives follow the nouns they modify except for the adjectives bella (beautiful), brutta (ugly), buona (good), cattiva (bad), grande (big), piccola (small), and brava (good), which precede nouns. 

· Verbs precede their complements in English, but not in Turkish and Japanese, in which verbs follow their complements.

· Prepositions precede their complements in English. In Turkish, however, we find postpositions (i.e., they follow their complements). And in German, we find a combination of mostly prepositions (e.g., auf on) and some postpositions (e.g., entlang along).

This short listing could go on and on, as even a brief examination of the syntax exercises in Cowan & Rakuan would immediately confirm.

To modify X-bar Theory to allow specifiers either to precede or to follow X, and to allow complements either to precede or to follow X, we require some way even to represent all of these possibilities. Note that the tree-like structures we have used to now only allow one possibility at a time; that is, one cannot draw a single tree, even a general one using XP notation, in which, for example, the specifier both precedes and follows X.

As an alternative, consider the standard X-bar Theory tree on the left below, and the notation on the right:

XP




XP  Spec X
      3
   Spec
          X



X  X Complement

             3
           X            Complement

We read the notation on the right something like this: XP divides into () the Specifier followed by X, and X divides into X followed by the Complement. 

To deal with languages like Turkish or Japanese (complement precedes the head), we might envision notations like the following:

XP




XP  Spec X
      3
   Spec
           X



X  Complement X

             3
        Complement  X

In the tree-like representation on the left, X follows the complement (unlike English); in the notation on the right, we read something like XP divides into () the Specifier followed by X, and X divides into the Complement followed by X.
In an obvious sense, our new notational variant has not captured any more than our tree-like representations. But now we return to our question above: How can we capture the fact that X-bar Theory would allow all such possibilities? Here we turn to a variation on the new notation:

XP  {Spec, X}

X  {X, Complement}

Note the curly brackets {} and the comma in the notation above. This notation means that the elements within the brackets and separated by the comma may appear in either order. In other words, we would read this notation as follows:

XP  {Spec, X}

XP divides into the Specifier and X, which may appear in either order
X  {X, Complement}
X divides into X and Complement, which may appear in either order
We are now in a position to restate the more general principle:

X-bar Theory (final version):

(i)
XP  {Spec, X} 


(ii) X  N, V, P, I, C, Neg

X  {X, Complement}

So far, we have revised X-bar Theory to allow specifiers to appear on either side of X and Complements to appear on either side of X. But now we face a new problem: If X-bar Theory allows, for example, the Complement to appear on either side of the head, how do we ensure that English complements appear only to the right of their heads (or Turkish complements only to the left of their heads, etc.)? For this, we turn once again to lexical entries. Take, for instance, the lexical entry for hit:

hit (V, t):
AGENT, THEME
Again, what we need to add to such entries is the fact that the complement of hit appears to the right of the head. We might accomplish this by the following alteration:

hit (V, t):
AGENT, THEME
Complement: Right

In the altered lexical entry for break above, we now have the specification that the Complement appears to the right. As a result, the relevant, lower portion of the VP for (I) hit the ball would be the following:

       V
3
         V                 NP

        hit             the ball

In the partial representation above, the NP the ball appears to the right of the V hit because of the Complement: Right specification in the lexical entry above.

By contrast, the speaker of German would have a slightly different lexical entry for schlagen (hit):

schlagen (V, t): AGENT, THEME
Complement: Left

Inspection of the English and German lexical entries reveals that the difference lies in the directionality of complement taking: Right in English; left in German. As a result of this different lexical entry, the German V would also look rather different:

        V
 3
         NP               V

      den ball      schlagen

More generally, then, our assumption is that X-bar Theory is a good deal more flexible than its presentation earlier in the chapter would have suggested. In addition, we assume that the relevant directional information is located in the lexicon, now enriched to include information like Complement: Right or Complement: Left.

4.2 Affix lowering, verb raising, and the strength of inflection
Earlier in the chapter, we assumed bound inflectional information to lower to English verbs. Hence, the sentence Amanda often eats bananas would have the representation below, where inflection lowers to the thematic verb. (Recall that we are now employing subscripting of movement elements and their underlying positions; hence, the representation below includes the chain Amandai ... ti to indicate the movement of the NP Amanda from the specifier of VP to the specifier of IP, and the chain tj ... Ij to indicate the lowering of inflectional information [Tense and Agreement] down to the verb.)

                    IP

             3
       Amandai           I
                       3
                      tj               VP

                                 3
                            Adv               VP

                           often       3
                                          ti                 V
                                                       3
                                                       V            NP

                                                    eat+Ij      5
                                                                   bananas

But consider the contrast between English and French:

English:
Amanda often eats bananas

French:
Amanda mange souvent des bananes

                                        eats         often         bananas
How do we explain this contrast? If we assume that the underlying (i.e., pre-movement) representations of French and English are the same, then one way to explain the contrast shown above is to assume that verbal affixes lower to the thematic verb in English, but that thematic verbs raise to I in French. The contrast is illustrated in the following representation for Amanda mange souvent des bananes:

                     IP

             3
        Amandai           I
                        3
                      I                   VP

                Tns/Agr       3
                 mangj      Adv            VP

                                souvent 3
                                           ti                 V
                                                       3
                                                     tj                NP

                                                                   5
                                                                des bananes

Suppose, then, that French is a verb-raising language (sometimes called V-to-I) in that thematic verbs raise out of the underlying positions within VP to I; by contrast, English is an affix-lowering language in that affixes lower from I to the thematic verb.

The raising/lowering analysis seems to provide a satisfying explanation for the differences in adverb positions noted above (i.e., English: S-Adv-VO; French: SV-Adv-VO). Even so, it does not suffice simply to draw different trees for different constructions; differences require explanations at deeper levels, either in terms of the principles of UG or in terms of lexical information that must be projected in the syntax via the Projection Principle. In the same spirit, we would not want to say that the raising/lowering difference between English and French is explained with different trees; rather, we want something deeper.

To handle this cross-linguistic difference, note one outstanding fact that differentiates the two languages. The English paradigm for subject agreement is weak (or impoverished): The only overt agreement affix is /s/, as in The woman works; the other person-number combinations for English subject agreement (e.g., I work, you work, etc.) are assumed to involve phonetically null affixes. By contrast, French subject agreement includes a larger number of overt (i.e., phonetically realized) morphemes, as illustrated by the following for the French verb stem pun- (punish):

je punis
I punish


nous punissons
we punish

tu punis
you (sg.) punish

vous punissez

you (pl.) punish

elle punit
she punishes


ils punissent

they punish

Subject agreement in French is thus a good deal richer than in English. And the proposal that many linguists have entertained is that the difference between raising thematic verbs (French) and lowering inflection (English) resides exactly in the strength of such inflectional contrasts. In particular, the proposal is this: Inflection is weak in English; for this reason, inflectional information like Tense and Agreement lowers to the thematic verb. By contrast, inflection is strong in French; as a result, thematic verbs raise to I.
 In effect, then, the (finite) IPs of the English and French representations would be as follows:

English (inflection lowering)

French (verb raising)

                IP


                                        IP

        3


                    3
   Spec              I

                          Spec                 I
                3


                               3
                I                 ...


                  I                ...

           [weak]
                                                            [strong]

           Tns/Agr                                                            Tns/Agr

4.3. Negation as head or maximal projection
Our analysis of negation in English involved not in the head position of NegP, as in the following representation of The woman does not have any tickets. (Recall that we are now using subscripting to indicate movement: the womani ... ti)

              IP

      3
    NP                   I
the womani   3
                    I               NegP

               Tns/Agr   3
                   do     Spec            Neg
                                        3
                                    Neg               VP

                                     not          3
                                                   ti               V
                                                             3
                                                            V               NP

                                                           have         5
                                                                          any tickets

Recall from the discussion earlier that the inflectional information under I could not move down to the verb because of the Movement Constraint, which forbids heads from skipping positions. In particular, because the head position of NegP is already filled with not, this position is not available as an intermediate landing site for the lowering of inflection to the thematic verbs. As a result, we find, in English, the invention of dummy-do.

What of negation in French, a verb-raising language? Consider the following example sentence:

Toby  ne fait     pas ses devoirs

        CL-make not  his assignment

Toby didnt do his assignment
What is interesting about the French example above is that it appears to include two negative elements, ne and pas. The morpheme-by-morpheme gloss under the original sentence indicates that ne is a clitic (CL), an interesting type of morpheme that appears to straddle the boundary between bound and free morphology in that it may sometimes stand alone. Thus, in standard French, ne attaches to the left of the verb in finite clauses (as in the example above), but it may stand alone in non-finite clauses. The other negator in standard French is pas, which appears to the right of the finite verb.

In fact, many (possibly most) speakers of modern French omit the clitic entirely when they speak. This suggests that the main negative element would be pas. Using this apparently somewhat simpler form of negation as our starting point, consider how we might represent negation in French. In fact, the representation of French verb raising earlier suggests a way that we might deal with negation. The representation is repeated here for convenience:

                     IP

             3
        Amandai           I
                       3
                      I                   VP

                Tns/Agr      3
                 mangj      Adv            VP

                                souvent  3
                                               ti                 V
                                                         3
                                                        tj               NP

                                                                     5 

                                                                   les bananes

In the representation above, the thematic verb raised past the adverb souvent to its landing site under I. Might we assume something similar for negation? Consider the representation below:

                     IP

             3
        Tobyi               I
                       3
                      I                 NegP

                Tns/Agr      3
                     faitj      Neg              VP

                                 pas       3
                                             ti                 V
                                                         3
                                                         tj               NP

                                                                       5
                                                                    ses devoirs

This representation appears to generate our target sentence; alas, it also violates the Movement Constraint: To move to I, the verb had to skip over the intermediate head position of NegP. Suppose, however, that French pas is not a head (as in English), but a maximal projection. If so, its position would not be under Neg, but under the specifier of NegP:

              NegP

        3
    pas               Neg
                  3
              Neg               ...

If this assumption can be maintained (its an empirical matter that would have to be backed up with evidence of some kind), we can redraw the representation of the full clause as follows:

                     IP

             3
        Tobyi              I
                       3
                      I                   NegP

                Tns/Agr      3
                     faitj      pas              Neg
                                              3
                                          Neg                  VP

                                             tj             3
                                                          ti                 V
                                                                      3
                                                                     tj               NP

                                                                                  5
                                                                               ses devoirs

In the representation above, pas is repositioned as the specifier of NegP. Another difference also appears, however: The verb raised from its initial position under V through the head of NegP to I. This movement of the verb is indicated in the representation above by the chain Vj ... tj ... tj.  Note, crucially, that this is precisely the kind of movement that the lexical specification of French inflection as strong, in combination with the Movement Constraint, would require: Strong inflection requires the verb to raise to I, and the Movement Constraint in effect requires that the verb stop over in the head position of NegP on its way up to I.

Now consider the clitic ne. We noted above that the clitic behaves somewhat like a bound morpheme, at least in finite clauses, in that it attaches to the left of the verb. This fact suggests that the clitic itself might well be generated as the head of Neg, as in the following representation, which shows the verb in its pre-movement position in VP:

                     IP

             3
        Tobyi              I
                       3
                      I                   NegP

                Tns/Agr      3
                                pas              Neg
                                              3
                                           Neg                 VP

                                            ne             3
                                                          ti                 V
                                                                      3
                                                                     fait             NP

                                                                               ses devoirs

One might imagine what will happen in the representation above: The verb must raise to I in order to attach to strong inflection, and it must stop over in Neg due to the Movement Constraint. When the verb makes this intermediate stop in Neg, it picks up the clitic ne, which is then carried with the verb up to I.  The resulting representation is below:

                     IP

             3
        Tobyi              I
                       3
                      I                   NegP

                Tns/Agr      3
                ne faitj      pas              Neg
                                              3
                                             tj                  VP

                                                           3
                                                          ti                 V
                                                                      3
                                                                     tj               NP

                                                                               ses devoirs

5. Lexical Parameterization and Acquisition

The analyses we have developed in the preceding sections for variation within English as well as variations across languages all seem to suggest that the ultimate source of such variation may well be located in the lexicon. This general view of the location of variation is known as the Lexical Parameterization Hypothesis. Of course, it is an empirical matter whether this hypothesis can be maintained, at least in the form in which it was presented here. Nor is it obvious how this hypothesis provides explanations for all of the syntactic variation we observe in human-language syntax. For instance, earlier we examined the principle of Subjacency, where bounding nodes were assumed to comprise IP and NP. However, research has shown that these two bounding nodes do not apply universally; rather, other languages may employ not NP and IP, but NP and CP. The question that this example brings up is how the child acquiring a given natural language might discover the appropriate bounding nodes on Subjacency. It does not appear, at least at first glance, that this sort of crosslinguistic variation could easily be conceived in terms of Lexical Parameterization. A second example of this type involves the syntax of so-called Verb-Second (V2) languages like German, Dutch, Swedish, Old English, Old French, and Gbadi, which appear to involve movement of the thematic verb to C in matrix clauses. It has proven quite difficult to conceptualize this type of verb movement in terms of Lexical Parameterization. Research on this type of movementas well as on many other domainscontinues, as we might expect.

Nonetheless, it is intriguing to consider what the Lexical Parameterization Hypothesis might mean for language acquisition. In effect, the principles of UG that we have covered are thought to comprise the childs innate linguistic endowment. In other words, the child knows in advance that all phrasal structure involves the X-bar schema, that XPs can only move to other XP positions, that heads can only move to other head positions, that all NPs must have case, and so forth. What the child needs to acquire is the lexicon, in particular, the enriched and extended type of lexicon that we have sketched. The child must thus learn not only what -roles are associated with particular entries (e.g., verbs), but also, for example, the alignment between -roles and arguments, whether inflectional paradigms are weak or strong, and so forth.

Consider just one of these learning tasks: The determination of weak and strong inflectional paradigms. It seems obvious to most observers that even this task will require some kind of innately-given information. After all, we would want to guarantee (i) that all children know to organize these morphemes into mental paradigms and (ii) that all children know the exact boundary between weak and strong.

Given this much, consider two children, one acquiring English and the other acquiring French. How does each child know that inflection lowers or raises, as the case may require? One possibility is that the child inspects word orders. Hence, the child acquiring English notices that a VP-adverb like sometimes appears before the thematic verb in English (Daddy sometimes smokes cigars) while the child acquiring French notices that this adverb appears to the right of the thematic verb. On this basis, the child exposed to English might conclude that English does not allow verb raising to I while the child exposed to French would conclude that French requires verb raising to I. Note, however, that the Lexical Parameterization Hypothesis allows a completely different conception of the example: All these children need to do is to acquire the inflectional paradigm. In doing so, the child exposed to English would automatically wind up with weak I while the child exposed to French would wind up with strong I. Crucially, then, under Lexical Parameterization, these children would not even be required to examine the word orders of the languages they are exposed to in order to know where to place the thematic verb because knowledge of verb placement would follow as an automatic consequence of simply acquiring the lexicon.

6. Keep in Mind, However ...
In this chapter, we have endeavored to provide only the flavor of modern syntactic theory, specifically, the theory that eschews all rules that apply to particular constructions in particular languages in favor of principles that apply across the board. Students should keep in mind, however, that the principles that we examined in this chapter are often only very informal versions of the ones actually being examined in research. Likewise, the various word-order fluctuations observed in languages as well as the means by which we handled those fluctuations represent only a very small taste of variation and accompanying analyses in research. In other words, readers should keep in mind that the material covered in this chapter represents only the most minimal introduction to syntactic structure and syntactic theory.


Exercises
Exercise 1: Verb Phrases
For each of the following sentences, draw a verb-phrase representation. Then label your VP with the terms head, maximal projection, intermediate projection, and specifier. Also indicate as many relationships as you can with the terms sister and daughter.

I drive an MGB.

They have termites.

We found a baseball.

You need glasses.

Exercise 2: IP, Stray Affix Filter, the Case Filter, and the Movement Constraint
For each of the following sentences, draw a complete representation, including IP. Indicate movement, if there is any, by drawing arrows. When you have completed your representation, explain why each movement took place in terms of the Stray Affix Filter, the Case Filter, and the Movement Constraint.

The police searched their car.

The government bought their land.

The power plant leaks radiation.

A gazelle caught the mouse.

Exercise 3: Thematic Roles, Lexical Entries, and Projections
For each of the following verbs, write a lexical entry that specifies the -roles of its arguments. Indicate the internal and external -roles following standard convention. Then use the verb in a sentence and draw a complete representation of the sentence. Explain whether your lexical entries and your sentences (and representations) obey the Projection Principle and the Theta Criterion.

The scientist killed the guinea pig.

We mailed our Christmas gifts

They studied the fossil record.

The little piggies washed their paws.

She slept.

The professors judged the debate.

Exercise 4: Thematic and Non-Thematic Verbs
For each of the following verbs, write an example sentence for yourself. (For some of these verbs, you may be able to come up with a couple of sentences, where in each the verb will mean different things.) For each of your sentences, explain whether the verb is thematic or non-thematic. Write a lexical entry for each verb. (If you find two sentences with distinct meanings for a given verbs, then write two lexical entries for it.)

take

run

must

shall

will (and testament)

sleep

will (future)

break

have (own)

die

have (present perfect)

be

Exercise 5: English clausal negation
For each of the following sentences, draw a complete representation, including movement, which you should indicate with arrows. After you draw your representation, you should explain your representation, especially all instances of movement and every instance of dummy-do, in terms of principles of Universal Grammar. 

The cat has not caught the mouse.

The pig in the poke did not eat any hog food.

She will not spoon-feed her students.

The elephant does not like mice.

The trainer is not telling the truth.

You must not believe his lies.

Exercise 6: Adjunction and Medial Adverbs
For each of the following sentences, draw a complete representation, including movement, which you should indicate with arrows. After you draw your representation, you should explain your representation, especially all instances of movement and every instance of dummy-do, in terms of principles of Universal Grammar. 

The French rarely eat Big Macs.

The Germans often eat Whoppers.

The Italians sometimes drink Coca-Cola.

The Spanish have usually avoided hot dogs.

The Japanese generally dislike corn dogs.

The Russians always avoid menudo.

We should never consume Big Macs, Whoppers, Coca-Cola, hot dogs, corn dogs, and menudo.

Exercise 7: Transitive and Intransitive Verbs
For each of the following verbs, indicate whether it is transitive or intransitive. Write a lexical entry for each verb (including -roles) and then write an example sentence from your lexical entry.

sleep

walk

drive

help

love

sleep

rest

die

Exercise 8: The Causative Alternation
For each of the following pairs of sentences, indicate which is the transitive and which is the intransitive. Then write a lexical entry for each use of the verb and draw a complete representation of each sentence.

The wind rotated the weathervane.

The weathervane rotated.

The flame blackened the walls.

The walls blackened.

The driver increased his speed.

His speed increased.

The high-speed corner overturned her car.

Her car overturned.

The soft music mellowed the angry crowd.

The angry crowd mellowed.

Exercise 9: The Passive Alternation
For each of the following pairs of sentences, indicate which is the active and which is the passive. Then write a lexical entry for each use of the verb and draw a complete representation of each sentence.

The prices sickened the weary consumers.

The weary consumers were sickened.

The soft music mellowed the angry crowd.

The angry crown was mellowed by the soft music.

The blacksmith broke his hammer.

The blacksmiths hammer was broken.

The high-speed corner overturned her car.

Her car was overturned by the high-speed corner.

Exercise 10: Matrix and Embedded Clauses
For each of the following sentences, underline the embedded clause.

The woman said that shed like to buy some Cheerios.

For you to buy Wheaties would be a great idea.

We hereby order you to report to the induction center listed below.

They claimed that the war was a worthy cause.

That the treaty was signed under duress is generally overlooked in history books.

Exercise 11: Simple Embedded Clauses
For each of the following sentences, write a lexical entry for the matrix verb and then draw a complete representation that includes notations of the various principles of UG that are involved in the representation.

The woman said that she sometimes eats hot dogs.

The child claimed that hot dogs contain a lot of cholesterol.

The doctor explained that hot dogs can cause heart attacks.

The professor admitted that this whole exercise is a fanciful fluke.

Exercise 12: Subject and Object WH-questions
For each of the following WH-questions, indicate whether it is a subject question or an object question.

What do you want to see?

Why did the woman shoot Ford?

Where should the IRS reach that company?

Who shot J. R. Ewing?

How did the bandit escape?

Exercise 13: Object WH-questions
For each of the following WH-questions, draw a complete representation.

Who have the police often visited?

What did the major proclaim?

Who should the surgeon examine?

What is the professor studying?

Who does a deadbeat dad really cheat?

Exercise 14: Subject WH-questions
For each of the following WH-questions, draw TWO representations. Then explain in your own words the pros and cons of each representation.

Who has a decent linguistics book?

What stinks?

Who always buys too many vegetables?

Exercise 15: Verb + Particle, Verb + Preposition
For each of the following sentences, come up with two readings, one of which should be the Particle-Verb reading. Then for each reading, write a lexical entry for the verb and draw a complete representation from the lexical entry.

The child cried over the Atlantic.

The new student looked up the telephone pole.

Exercise 16: COMP-to-COMP movement and Subjacency
Below are the sentences we employed in our examination of underdetermination in Chapter 5. You should be able to explain each in terms of the principles we have examined. Pay particular attention to number 18!!

1. Mary caught the ball.

2. Who caught the ball?

3. What did Mary catch?

4. Mary caught what?

5. Who caught what?

6. What did who catch?

7. John said that Mary caught the ball.

8. John said that who caught the ball?

9. John said that Mary caught what?

10. John said who caught what?

11. John asked who caught the ball.

12. John asked what Mary caught.

13. Who did John say caught the ball?

14. Who did John say caught what?

15. What did John say that Mary caught?

16. What did John say Mary caught?

17. What did John say who caught?

18. Who did John say what caught?

Exercise 17: English, French ... and Spanish
You have observed that English and French differ with respect to the strength of inflection and, for this reason, also with respect to verb movement. Now consider the following sentence from Spanish. Find someone who has taken Spanish and determine whether the language has rich or weak agreement. On the basis of what you discover, draw a representation for the sentence.

Juanita toma usualmente el autobus

        take+tns/agr usually    the  bus

Exercise 18: Spanish and Italian
Examine the following negation and medial-adverb data from Spanish and Italian. Consider how these two languages might be similar to or different from English and French. Attempt to draw a representation for each sentence.

Spanish

Amanda no come los platanos

           NEG eat+INFL    bananas

Juanita  no quiere la medicina

            NEG love+INFL medicine

Italian

Toby non     bere      il caffé

         NEG drink+INFL coffee

Agatha non  guarda     la TV

           NEG watch+INFL TV

Schatzi   scrive    spesso le lettere

            write+INFL often   letters


Glossary

Adjunction. An operation in which a maximal projection is copied to include a non-argument. Temporal adverbs are often thought of as adjunctions to VP in English, for example..

Affix‑lowering language. A type of language in which inflectional information (e.g., Tense, Agreement) is thought to lower from I to V. Thought to be sensitive to the strength of inflection. English is a paradigm case of such a language.

Arguments. Syntactic phrases or clauses like NPs or CPs that pick out particular persons, entities,  things or propositions from the universe of possible persons, things, entities, or propositions that one might be talking about in a given discourse (e.g., a conversation). The external argument is located as the Specifier of VP while internal arguments are sisters of V.

Auxiliary. A particular type of non-thematic verb, generally employed to indicate Tense or Aspectual relations. Tense/Aspect have and be are the auxiliary verbs in English.

Bounding nodes. A part of the principle of Subjacency. See Chapter Six Appendix, Universal Grammar.

Case Filter. A principle of Universal Grammar. See Chapter Six Appendix, Universal Grammar.

Case Theory. A principle of Universal Grammar. See Chapter Six Appendix, Universal Grammar.

Causative verbs. A class of verbs that mean cause to and that undergo a particular alternation that is thought to delete the external theta-role as well as the verbs capacity to assign case. In English, the verb break is a good example of the causative: I broke the bicycle means I caused the bicycle to break. This verb, like other causatives, allows the alternations I broke the bicycle and The bicycle broke.

Clausal domain. An informal reference to the syntactic domain dominated by IP or CP. Generally excludes the domain of syntax involving NPs.

Clitic (CL). A closed-class morpheme that straddles the boundary between bound and free in that it must sometimes be attached to a free morpheme and sometimes not. The French negative particle ne is a paradigm case.

Complement. An syntactic phrase (NP) or clause (CP) that is required by a head like V. Hence, the English verb hit requires an NP complement (she hit the ball) while say may require a CP complement (she said where they went).

Complementizer Phrase (CP). A syntactic category that dominates IP. The C head of CP may project from the complementizer (that in English), but C has verbal qualities and may project from verbs, as in the Verb-Second languages, or the object Wh-question in English.

Daughter. A geometric label used to refer to a constituent that is immediately dominated by the same node as some other constitutent. Hence, an NP sister to V is the daughter of V. 

Dummy do. A term used to refer to the use of do in English as a holder of inflectional information in, for example, Wh-questions.

Embedded clauses. Clauses that are dominated by some other clause are embedded clauses. Hence, in the sentence I said that she left, the clause that she left is embedded.

External argument. See Argument.

Finite verb. Verbs that carry, for example, Tense and Agreement information are finite. Non-finite verbs like participles and infinitives do not carry such information. 

Head (X). The single-morpheme constitutent that projects to a phrase. Heads may be from the major lexical categories N, V, P or A, and thus project as NP, VP, PP or AP. Clausal heads from the minor lexical categories project as either IP or CP.

Inflectional phrase (IP). The phrase that projects from inflectional information (e.g., Tense, Agreement) and dominates VP.

Intermediate projection X'. In X-bar Theory, a phrasal level that is between the maximal projection and the head.

Internal argument. See Argument.

Intransitive verbs. See Transitive verb.

Lexical Parameterization Hypothesis. The hypothesis that locates all syntactic variation in the lexicon. The strength of inflection is a paradigm example.

Lexicon. Informally, the speakers mental dictionary, but extended to include, for example, thematic information, directional information, and inflectional strength.

Matrix clause. A clause that is not dominated by some other clause.

Maximal projection (Xmax). The top-most phrasal level of any projection. Maximal projections take their category status from the head: NP is the maximal projection of N; VP is the maximal projection of V; etc.

Modal verbs. A type of non-thematic verb that generally indicates, for example, the attitude of the speaker toward the state or event expressed by the main verb. English examples of modals are can, must, should, etc.

Movement Constraint (informal). A principle of Universal Grammar. See Chapter Six Appendix, Universal Grammar.

Non‑finite verb. See Finite verb.

Non‑thematic verbs. See Thematic verb.

Noun phrase (NP). The phrase that projections from N. 

Object. In traditional terminology, the object is that entity picked out by (for example) an NP that is in some sense affected by the verb. In syntactic terms, the object is the sister of V.

Particle. A morpheme, usually free, whose classification does not easily fit into the traditional categories N, V, P, A. English particles include infinitival to (to work) as well as the non-finite parts of particle verbs like look up.

Passive verb. Passive verb is widely assumed to lack both an external thematic role as well as the capacity to assign case. In English, passive verbs take the form be+Participle and often alternate with an active verb: The woman hit the ball vs. The ball was hit.

Postposition (P). Closed-class morphemes that project to PP and are often used to indicate notions like direction, location, temporality or manner. Postpositions (unlike prepositions) follow their complements. English does not include postpositions (it has prepositions); German includes both prepositions (e.g., neben by) and postpositions (entlang along); other languages may include only postpositions. See also Preposition.

Preposition (P). A non-major, closed-class lexical category that projections to PP. Prepositions (unlike postpositions) precede their complements.This category includes those closed-class morphemes that indicate notions like direction (e.g., English to the store), location (at the store), temporality (at 3 oclock) or manner (with a hammer). See also Postposition.

Projection Principle. A principle of Universal Grammar. See Chapter Six Appendix, Universal Grammar.

Rhetorical question. A type of question asked when, for example, the speaker already knows the answer but finds that answer implausible. No answer may even be expected of a rhetorical question like What difference does it make?
Sister. A geometric label used to refer to constituents immediately dominated by one and the same node.  Hence, the object is the NP sister of V.

Specifier (spec). The maximal projection that provides specificational information about the information located under X. Hence, in the sentence The man struck the ball, the NP the man picks out the entity that specifies the Agent of the V information hitting the ball.

Stray Affix Filter. A principle of Universal Grammar. See Chapter Six Appendix, Universal Grammar.

Subject. In traditional terms, the subject refers to the entity about which a statement is made in the rest of the sentence. In formal terms,  the subject is generally the Specifier of IP.

Strength. A notion indicating that an inflectional paradigm is either strong or weak (impoverished) and thought, under Lexical Parameterization, to stand behind such crosslinguistic differences as verb raising (vs. affix lowering).

Subjacency. A principle of Universal Grammar. See Chapter Six Appendix, Universal Grammar.

Syntax. That area of study devoted to the relationship among different words.

Theta Criterion. A principle of Universal Grammar. See Chapter Six Appendix, Universal Grammar.

Thematic role (‑role). That information included in lexical entries that provides role-players of the main entry. These roles range over, for example, AGENT, GOAL, THEME, EXPERIENCER, BENEFICIARY and LOCATION. 

Thematic verb. Verbs that include thematic roles are thematic verbs. Non-thematic verbs are those verbs like auxiliaries and modals that do not include thematic roles.

Transitive verb. A type of verb in which the action or state expressed by the verb is transferred from subject to object. Hence, in The man broke the bicycle, there is a sense in which the action expressed by the verb (breaking) is transferred from the man to the bicycle. Intransitive verbs include no such transfer of action/state: The bicycle broke, or The bicycle was broken.

Vacuous movement. A type of movement that does not result in overt visible effects.

Verb. A major open-class lexical category that includes morphemes that express, for example, actions or states.

Verb phrase (VP). The maximal phrasal projection of a verb head.

Verb‑raising language. A language like French, Dutch, Gbadi or German in which the thematic verb raises out of VP. Raising may be only to I, but Verb-Second languages may require movement from VP through I to C.

Verb‑Second (V2) language. A language like Dutch, Gbadi, Old English, Danish, or German that requires the finite verb to appear as the second constitutent in matrix clauses. Thought to involve verb-raising through I to C.

Universal Grammar (UG). The label for the autonomous and specifically-linguistic innate endowment that allows all children to acquire knowledge of a particular language on the basis of simple positive data. UG is thought to be comprised of various interacting principles. See Chapter Six Appendix for a statement of the principles covered in Chapter Six.

Wh‑word. Informally known as the question words, the Wh-words are those proforms that stand for some constitutent and that are used in questions to require information about that constituent. The term refers not only to words that begin with Wh like who, what when and where, but also to words that do not begin with Wh: English how as well as such proforms in other languages.

X‑bar Theory. A principle of Universal Grammar. See Chapter Six Appendix, Universal Grammar.


Preparation for the Last Examination


Chapters Five and Six

Part I: Define & Exemplify. For each of the six terms below, provide both a definition (50%) and an exemplification (50%). Use the back of your paper if necessary. 36 points, 6 points per item.

(These items are from the Chapter Five Glossary, the Chapter Six Glossary, or the Chapter Six Appendix.)
Part II: Syntax. For each of the six sentences below, (i) provide a complete lexical entry for the verb (); (ii) provide a representation of the underlying and derived structure (); and (iii) indicate which principles of UG are involved (). 36 points, 6 points per sentence.

(These items are based directly on the exercises at the end of Chapter Six.)

Appendix A: Principles of UG
The following are the Principles of Universal Grammar as presented in Chapter Six.

Case Filter: All NPs must have case.

Case Theory:

a. Accusative: Accusative case is assigned to the NP complement of a V head.

b. Nominative: Nominative case is assigned in a spec-head relationship with finite I.

Movement Constraint (informal):
a. Maximal projections (XPs) can only move to other XP positions;

b. Heads (Xos) can only move to other Xo positions;

c. Xo positions may not be skipped over.

Theta Criterion:
a. Each argument is assigned one and only one - role.

b. Each -role is assigned to one and only one argument.

Projection Principle: Lexical information must be syntactically represented.

Stray Affix Filter: Bound morphemes must be attached.

X-bar Theory:
(i)
XP  {Spec, X} 


(ii) X  N, V, P, I, C, Neg

X  {X, Complement}

Subjacency:
a. No single instance of XP-movement may cross more than one bounding node.

b. Bounding nodes (for English) are NP and IP.
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Date:  Sun, 08 Mar 1998 17:05:03 +0100

From:  Lukasz Pielasa <lluke@kki.net.pl>

Subject:  Sum: Wh‑movement

On February 27, acting on behalf of my friend who's writing her MA thesis, I posted a question about wh‑movement in questions about the subject. More specifically, it dealt with the presence or absence of vacuous movement of the wh‑word in sentences like "Who's the best?"

I would like to thank all those who answered my question. In chronological order they were:

Adam Przepiorkowski <adamp@sfs.nphil.uni‑tuebingen.de>

Paulino Llido <llidop@gusun.georgetown.edu>

Steve Seegmiller <seegmillerm@alpha.montclair.edu>

Taylor Roberts <troberts@mit.edu>

Naomi Nagy <ngn@hopper.unh.edu>

Alex <manaster@umich.edu>

The agreement is that in GB there must be vacuous movement of the wh‑word to [spec, CP] in order to preserve the same structure for all sentences ‑ a requirement of the x‑bar theory. Also, as Steve Seegmiller points out, "Part of the evidence for such movement comes from embedded questions like

        I don't know who to give the ticket to.

These sentences behave as though the [Spec,CP] position of the subordinate clause is filled. For example, a second wh‑word cannot be extracted because it cannot enter [Spec,CP]:

        *What don't you know who to give to."

Also, Paulino Llido suggests that contractions are a PF issue and as such should not be a problem for the syntax, at least in GB, and Alex says that "In 'Who's the best?' there are almost certainly two different structures, in one of which Who is the predicate and NOT the subject."

Adam Przepiorkowski gives an HPSG account of the problem. Within that framework "there is no movement (or rather, no unbounded dependency in HPSG lingo) involved" in questions about the subject, since "`who' in such sentences is considered as good a subject as `Mary' in `Mary killed John".  [As far as I know, this is what minimalism says about it, too. In order to be interpreted as a question, a sentence has got to have a +wh specifier ‑ [spec, CP] in object questions, [spec, IP]

in subject questions.]

Taylor Roberts refers me to an article by Jane Grimshaw (references below), in which she aparently gives an Optimality account of this problem, suggesting that there is no movement involved. [Neither the friend who originally asked the question nor I have had time to check

this one yet, but we will.]

Last but not least, Naomi Nagy of the University of New Hampshire refers me to her research on contractions, which shows that traces needn't block contraction. An abstract of that paper (NWAVE 25, 1996) is available at:

http://english‑1.unh.edu/nagy/abstracts/wanna.abstract.nwav25.html

The whole paper, in postscript, is available at:

http://english‑1.unh.edu/nagy/papers/Wanna_paper.ps

Other references:

Carl Pollard and Ivan A. Sag (1994) Head‑driven Phrase Structure

Grammar, Chicago University Press

Ivan A. Sag (1997) "English relative clause constructions," Journal of

Linguistics Volume 33 no. 2,  Pages 431‑484

both for an HPSG account.

Jane Grimshaw (1997) "Projection, Heads, and Optimality," Linguistic

Inquiry Volume 28 Issue 3, Summer 1997, Pages 373‑422

Once again double thanks to all those who helped.

Regards,

Lluke

‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑‑
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� For those interested in a more detailed treatment of syntactic theory, I might suggest either Liliane Haegemans Introduction to Government and Binding Theory (Oxford: Basil Blackwell, 2nd edition, 1994) or Peter Culicovers Principles and Parameters (Oxford: Oxford University Press, 1997). It would probably be a good idea, however, to hold off such an undertaking until completion of this chapter. Indeed, the very intent of this chapter is to prepare beginners for treatments of syntax like Haegemans or Culicovers. 


� We will return later to this movement of inflection to the verb, where we will discover that slight variation on this movement will explain some of the word-order differences between English and languages like French and Spanish.


� Some readers may wonder why we employ I in some places and just I in other places. The problem is one of ambiguity: I means inflection, but it also means me. To avoid this ambiguity, we employ I just where the use of I might cause confusion.


� What makes the Movement Constraint, as stated in the text, informal is that it divides over several different principles in more complete presentations. See, for example, the discussion of the Empty Category Principle and the Head Movement Constraint in either Haegemans Introduction to Government and Binding Theory or Culicovers Principles and Parameters (see Footnote 1).


� Dummy do can appear with frequency or manner adverbs in medial position, as suggested by sentences like the following:





The child does sometimes cry.





The difference between examples like the one above and the examples in the text is that those with dummy do indicate so-called emphatic readings, which seem to express, for example,  some level of surprise.


� There are a number of very interesting alternations besides the one illustrated in the text. To get a (very engrossing) look at some of these alternations, see Beth Levins English Verb Classes and Alternations (Chicago: University of Chicago Press, 1993).


� In fact, it is possible to come up with subjectless clauses like Broke the jar as possible English sentences, but this usage is very restricted, generally occurring only in e.g. dairy writing (and thus prompting the informal label for this usage, diary drop).


� The worker will fix what? is known as a rhetorical question. In these questions, a WH-word simply replaces the constituent that was not heard (or perhaps heard and just not believed). In other words, the WH-word stays in-situ (no movement).


� Which analysis should you assume (e.g., on an examination)? Whichever you like, but you should be prepared to state the argument that favors the analysis you assume. For an interesting exchange of views among professional linguists on just this matter, see the message from the Linguist List in Appendix B at the end of this chapter.


� Traces left behind after movement have been the subjects of a great deal of research in syntax and involve more than the idea that they fill a position. For detail, see treatments like Haegemans Introduction to Government and Binding Theory or Culicovers Principles and Parameters (see Footnote 1).


� If the WH-element is not in the lexical entry of go, then it would necessarily have to be represented as an adjunct ...


� Again, we ignore the internal structure associated with NPs. In a more detailed treatment, we would have to assume one or more extra projections above NP to accommodate the determiner the. Again, see more detailed treatments like Haegemans Introduction to Government and Binding Theory or Culicovers Principles and Parameters (see Footnote 1).


� Locating directional information in the lexicon in this way most assuredly brings up a number of interesting questions. For example, if such directional information is lexical and thus associated with, for example, individual verbs, then how do we account for the more general intuition of English native speakers that verbs always precede their complements (or the more general intuition of Japanese native speakers that verbs always follow their complements)? Following a similar vein, try this simple experiment: Tell your roommate that youve learned a new verb. The verb is glirk and it means something like to touch with your elbow. Then ask your roommate to make a sentence with glirk. The invariable result will be something like I glirked the table (i.e., verb followed by complement); the result will never be something like I the table glirked (i.e., verb preceding the complement). Again, the question is, if directional information is associated with individual verbs in the mental lexicon, how did your roommate know, without exposure to any examples, that the complement of glirk is to the right? We do not pursue this matter any further here; for one way to deal with such problems, interested readers might turn to Gert Webelhuths Principles and Parameters of Syntactic Saturation (Oxford: Oxford University Press, 1992).


� Not all of the agreement morphemes for the French example in the text are pronounced, as learners of French will confirm. Even so, it is important to note that none of the forms are completely without some sort of overt agreement morphology (i.e., making the agreement form appear identical to the stem form); further, if we count up the number of different forms that are pronounced in French, we find at least four overtly different morphemes, not just the one of English.


� There has been some speculation on why this correlation might hold in the first place. One proposal involves the fact that verbs have thematic information. If a thematic verb raises to I, then it would need to transmit that thematic information back to the VP, where the internal and external thematic roles are initially represented. The proposal on the correlation in the text is that strong inflection allows this transmission of thematic information to take place while weak inflection would cause a verb to lose its thematic information.


� For a far more extensive glossary, see the following web site:


http://wwwots.let.ruu.nl/~Hans.Leidekker/lexicon/ll_a.html


(Note that portion of the address at the end would read LL_a.html, not one-one_a.html.)
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